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Abstract
Background: Human resource (HR) analytics has drawn 
important interest from organizations since it assists 
companies in managing and sharing data more flexibly and 
economically and enables scalable business operations by 
providing flexible storage solutions. However, organizations 
in Nepal face many issues that influence the acceptance of 
HR analytics.

Objectives: The goal of this study is to find out the impact of 
environmental factors on HR analytics adoption in Nepalese 
organizations.

Methods: Based on a quantitative approach and using a self-
administered questionnaire with 205 responses from various 
types of organizations were selected through purposive 
sampling techniques for data collection. Descriptive and 
inferential statistical techniques were applied to analyze the 
data using SPSS AMOS.

Results: The results indicate that employee orientation 
and trading partner pressure are the elements that affect 
HR analytics adoption in Nepalese organizations. While 
external pressure does not have any effect on the usage of 
HR analytics.

Conclusion: The findings show that it is important to train and 
make employees aware of HR analytics for easy adaptability. 
The organization should emphasize educating employees 
on data analytics. Also, the trading partner pressure plays 
a critical role, it is important to collaborate with trading 
partners to encourage the adoption of HR analytics. Since 
external pressure does not impact, it is not necessary to rely 
on competitors for the adoption of analytics. The results of 
this study are especially noteworthy since they highlight the 
enormous difficulties the organization experiences in trying 
to modify management practices while also adding to our 
understanding of management theory and the adoption of 
technology.
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Introduction
The growing challenges of market competition made many prosperous companies to adopt data analytics 
as a means of identifying new avenues for promoting their products and services (Davenport, 2019). 
In fact, 77% of large organizations view data analytics as an essential component of their business 
operations (Weam et al., 2023). It is stated that in order to achieve the intended influence on company 
performance, data analytics should be used across the whole organization. The Human Resources (HR) 
department should surely be a part of this as it manages the company’s most valued asset, its people. 
Managing people increasingly means being abreast of ongoing developments and changes in order to 
spot new market opportunities for companies (Mishra & Lama, 2016; Pongpisutsopa et al., 2020). In 
order to become an innovative organization, it is necessary to reimagine classic HR roles, support new 
processes, and attract and retain creative personnel (Penpokai et al., 2023). HR analytics has a big impact 
on how businesses work with their employees (Fritz-Enz, 2010; Momin & Mishra, 2014; van der Togt 
& Rasmussen, 2017). HR analytics have grown dramatically as a result of the digitization of HR, which 
was fueled by the increased use of information technology (McCartney et al., 2020). Opportunities for 
HR practitioners to employ technology-generated data to assist human resource management (HRM) 
and business solutions, particularly decision-making, are emerging concurrently with the digitization 
of HRM (van den Heuvel & Bondarouk, 2017). HR analytics may be applied as a data-driven strategy 
for analytics-based personnel management. (Muhammad et al., 2023), who looked at adoption barriers, 
found that almost 71% of the businesses saw HR analytics adoption as a significant challenge. While the 
majority of businesses still struggle with HR analytics adoption, about 23% of organizations worldwide 
have successfully integrated HR analytics at the organizational level. Adoption of new technologies, such 
as HR analytics, is critical to an organization’s capacity to retain its competitive edge in the industry, and 
it has become a basic strategy to ensure successful information technology (IT) resource management 
(Harfoushi et al., 2016).

In spite of the fact that HR analytics has been hailed as a new technological advancement that can 
offer adopters a number of benefits at the tactical, strategic, and operational levels, the rate at which 
HR analytics adoption is occurring is not as rapid as anticipated (Verma & Chaurasia, 2019). While 
HR analytics adoption has been widely studied in developed economies, there is a scarcity of research 
addressing the unique challenges and environmental factors influencing its adoption in developing 
countries, particularly Nepal. There is a lack of empirical studies that combine quantitative and qualitative 
approaches to evaluate the effects of environmental factors on HR analytics adoption in Nepalese 
organizations. Previous studies in Asian and European nations have identified a number of variables 
that affect the implementation of HR analytics by taking into account organization and technology 
attributes; however, the impact of environmental factors on the implementation of HR analytics has 
not been extensively studied. The use of technological tools, data, and analytical methodologies to HR 
makes HR analytics a sophisticated and creative process. The study focuses to explore the determinants 
influencing the implementation of HR analytics in the organizations of Nepal and have their roots in 
academic research.

Review of Literature
The term HR analytics has become prominent in HRM and executive leadership spheres (Bennett & Collins, 
2015). By improving the accessibility, interpretability, and actionability of data regarding employee 
traits, behaviour, and performance, HR analytics aims to assist businesses in better understanding their 
workforce whether viewed as a collective entity, within specific departments or work groups, or at the 
individual level (Lakshmi & Pratap, 2016).  Underpinned by personnel profiles and performance data, 
this involves the use of predictive analytics, visualization tools, and information systems (Tursunbayeva 
et al., 2019). Handa and Garima (2014) stated HR analytics is an integrated process that helps to raise 
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the standard of people-related choices, which in turn raises individual and organizational performance. 
The majority of HR analytics rely on statistical techniques and analyses, which call for high-quality 
data, well-selected goals, skilled analysts, leadership, and widespread acceptance that analytics is a 
valid and beneficial means of enhancing performance. According to Kapoor (2021), HR analytics is the 
management of important HR related data and documents with the goal of utilizing business analytics 
models to analyze the collected data and provide the findings to decision-makers so they can make the most 
appropriate choices. As noted by Lakshmikeerthi and Reddy (2019) HR analytics is a decision-making 
approach that integrates the best available scientific and corporate knowledge with critical thinking. In 
order to comprehend the relationship between people management practices and company outcomes like 
profitability, customer happiness, and quality, it employs data, analytics, and research. Jabir et al. (2019) 
explain that HR analytics is the process of examining and comprehending how and why events occur, 
generating alerts on the optimal course of action, and drawing conclusions about the best and worst 
scenarios that may arise from the data that have been examined. Lawler and Boudreau (2021) said that 
HR analytics encompasses more than just research design and statistics. It also involves relevant data 
collection and utilization from both inside and outside the HR function, the establishment of appropriate 
rigour and relevance standards, the formulation of meaningful questions, and the improvement of HR’s 
analytical competencies across the entire organization. van den Heuvel and Bondarouk (2017) considered 
HR analytics as the methodical process of determining and measuring the human-related variables that 
influence company results. An analysis of an organization’s personnel issues, such as yearly staff turnover 
and regretful losses, is known as human resource analytics. HR departments have long been gathering 
enormous volumes of HR data in order to analyze it. Unfortunately, a significant portion of this data 
goes unused, organizations are using HR analytics as soon as they begin to use this data to analyze their 
personnel issues. It increases return on investment (ROI) by empowering HR professionals to make 
data-driven decisions about selecting, managing, and retaining staff (Malla, 2018). Through the use of 
digitally powered analytics solutions, HR analytics has grown up from a modest organizational project 
to a sophisticated diagnostic and predictive tool that can improve employee engagement and retention 
and benefit entire organizations (Edwards, 2018). Along with the development of business analytics as a 
fundamental organizational competency, human resource management has progressively adopted more 
sophisticated models and techniques for data analysis and visualization to support strategic decision-
making and meet the demands of the organization’s executives and key decision-makers. In order to 
analyze people-related risks, performance traits, involvement and culture, and career paths HR analytics 
combines several methods and tools with a strong multidisciplinary element (Bersin, 2013; Margherita, 
2021). 

An extensive body of academic research demonstrates how the value of HR analytics in organizations 
is increasing. Similar to how the finance department monitors ROI (Boakye & Ayerki Lamptey, 2020) 
discuss the possible Impact of Workforce Strategy on Organizational Performance and offer workable 
techniques for assessing and managing HR assets.  Roberts et al. (2021) said that for new technology 
to thrive, it must not only be technically proficient but demonstrate to prospective buyers in a manner 
that organizations, leaders, and end-users are interested in. Recognizing the psychological factors 
influencing technology implementation is a crucial element in achieving this success. Most of all, the 
study concluded that leaders may influence organizational beliefs, resources, and the way that technology 
adoption is incorporated. Researcher such as Malik et al. (2021) sought to identify the variables driving 
Block Chain Technology (BCT) adoption across Australian organizations. The study’s findings revealed 
that technological factors such as disintermediation, perceived benefits, information transparency, and 
compatibility; organizational factors such as organizational innovativeness, organization support, and 
learning capability of the organization, and environmental factors such as trading partner readiness, 
support from the government, competition intensity, and standards uncertainty all have a significant 
role in the organizational adoption of BCT in Australia. However, Communication, innovativeness, 
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expertise, product quality, and motivation were identified to be the five most critical variables for 
effectively transferring technology (Singhai et al., 2021).

Alaskar et al. (2021) used the TOE framework and the institutional theory to investigate the influence 
of external variables and the intervening function of top management’s support (TMS) in Saudi firms 
to use big data analytics (BDA) in supply chain management (SCM). The statistical analysis using 
SmartPLS shows that vendor support and competitive pressure had a direct influence on the desire for 
SCM to employ BDA. Regarding the ways in which these two factors affected intention, TMS did not 
appear to be a major mediating element. Low et al. (2011) examined The Variables Influencing Cloud 
Computing Adoption by High-Tech Industry Companies. They took eight factors such as business size, 
technological readiness, compatibility, complexity, competitive pressure, trade partner pressure, and 
TMS. The results showed that the adoption of cloud computing is significantly affected by relative 
advantage, TMS, business size, competitive pressure, and trade partner pressure features. (Tajudeen 
et al., 2018) studied The Causes and Effects of Social Media Use in Businesses. The TOE framework 
is employed in the research, along with a few antecedent characteristics unique to social media 
implementation in businesses. The findings showed a favourable correlation between organizational 
use of social media and relative advantage. Customers’ and competitors’ pressure, among other external 
factors, has a beneficial impact on social media usage.

Sharma et al. (2023) applied the TOE paradigm to examine and rank 17 big data adoption (BDA) factors 
and demonstrate a causal relationship between the determinants and organizations’ performance in the 
tourism and hospitality industry. The findings showed that more than organizational and environmental 
variables, technical elements, specifically, big data quality and predictive analytics accuracy have an 
influence on big data adoption and business performance. Also, Hsu et al. (2014) established a cloud 
service adoption model that addresses the intention to adopt, pricing strategies, and deployment methods 
using the TOE paradigm of innovation diffusion theory. Using 200 Taiwanese companies, the research 
model was empirically evaluated. According to the results, cloud adoption is still in its early stages due 
to the extremely low adoption rates. Perceived advantages, business concerns, and IT capacity within 
the TOE context are key factors that influence cloud computing adoption, but competitive pressure does 
not.  Bolonne and Wijewardene (2020) investigated how several factors might affect the extent to which 
BDA may be implemented in the Sri Lankan setting. When the organizational context components 
such as vision and strategy, leadership and governance, organizational structure, talent strategy, and 
development were examined independently, they all shown a substantial beneficial effect on the attitude 
towards implementing BDA. According to the study, organizations in the apparel sector that want to 
promote data-driven decision-making through increased use of BDA are specifically supported to focus 
on data-related infrastructure capabilities, strategy and goal setting, dynamic changes in consumer 
demands, transparency, and understandability, as well as enhancement of the effectiveness of users’ job 
roles. 

Furthermore, Qalati et al. (2020) show how social media adoption in Pakistani SMEs is influenced by 
technical, organizational, and environmental (TOE) aspects. The study’s findings show that the TOE 
factors namely, TMS, visibility, interactivity, relative advantage, and institutional pressure have a direct 
effect on SMEs’ usage of social media, which enhances SMEs’ performance. To assess the variables 
driving cloud computing adoption in Portuguese firms, Oliveira et al. (2014) developed a study model 
based on the innovative features from the diffusion of innovation (DOI) theory and the TOE framework. 
Additionally, the report examines the variables impacting cloud computing implementation in the 
services and industrial sectors. The findings show that five elements affect cloud computing adoption. 
These include the size and complexity of the business, the support of upper management, technical 
readiness, and relative advantage. In order to establish a conceptual model for the usage of cloud 
computing, Alghushami et al. (2020) studied the effects of TOE factors in Yemeni higher education 
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institutions (HEIs). The data indicates that the usage of cloud computing is positively impacted by 
relative advantages, competitive pressure, dependability, compatibility, safety, technological readiness, 
organization support, governing policy, and, with the exception of tribe culture, which has a negative 
significant influence. 

The authors evaluated scientific papers aimed at studying HR analytics adoption at the organizational 
level in order to emphasize the direct influence of environmental variables on adoption.

Figure 1 

Proposed Research Model

In this research, external pressure refers to the influence exerted by rival organizations that have 
successfully implemented HR analytics to enhance their workforce management and decision-making 
processes. By Porter and Millar (1985) perspectives, integration of innovative IT technology by 
competitors may change the industry structure, change the laws of competition, and generate whole 
new value offers and enterprises. Firms would thus be compelled to implement comparable innovations 
in order to maintain their competitiveness. Several studies support the concept that the more external 
pressure, the higher the motivation for a company to use IT (Alaskar et al., 2021; Low et al., 2011; Nurdin 
et al., 2012; Penttinen & Tuunainen, 2010). Several empirical studies suggested employee orientation is 
an important determinant of HR analytics adoption (Ekka & Singh, 2022).

In the current study, trading partner pressure refers to the influence exerted by an organization’s business 
partners, such as suppliers, distributors, or clients, to implement HR analytics. Many businesses rely 
on trading partners for IT design and job implementation. Most of the existing studies demonstrate 
how trading partner pressure is a crucial factor in IT adoption and use. Previous trading partner history 
and past initiatives can have an impact on whether or not to accept a new Information Technology 
advancement. Past studies show the impact of trading partner pressure on the adoption of technology 
(Gutierrez et al., 2015; Harfoushi et al., 2016; Sharma et al., 2023).

Materials and Methods
The current study employs a quantitative research approach, the HR managers were the critical 
respondents selected since they were thought to be the most knowledgeable about the HR analytics used 
in the organization. Different sectors are selected for this study because, to the best of the researcher’s 
knowledge, this is the first study conducted in Nepal focusing on HR analytics. By including multiple 
sectors, the study aims to explore the diverse applications and adoption levels of HR analytics across 
industries. This approach provides a comprehensive understanding of how HR analytics is utilized in 
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the Nepalese context. A self-structured questionnaire was used for the collection of data. A total of 205 
valid responses were employed in the analysis of data. The responses were recorded on a five-point 
Likert scale (1 being “strongly disagree,” and 5 being “strongly agree”).  The reliability of the items is 
evaluated using Cronbach’s Alpha and composite reliability, while the validity of the items is assessed 
using the Fornell and Larcker criterion. The suggested model was examined using AMOS structural 
equation modelling, a method that is widely applied in management and related sectors. It is among the 
most thorough and reliable techniques for variance analysis. 

Results and Discussion
Organizations and Respondents’ Information

Table 1 

Organizations and Respondents’ Information

Variables Categories Frequency Percent
Gender Male 117 57.1

Female 88 42.9
Type of Organizations IT 28 13.7

Manufacturing 21 10.2
Banking and Financial 
Institutions

69 33.7

Hospitals 20 9.8
Hotels 11 5.4
Automobiles 7 3.4
Insurance 11 5.4
Others 38 18.5

Qualification Bachelor 74 36.1
Masters and above 131 63.9

Total experience as HR 1-2 years 56 27.3
3-5 years 78 38.0
5 years and above 71 34.6

No. of years of organiza-
tion establishment

0-5 years 15 7.3

6-10 years 45 22.0
11 years and above 145 70.7

Organization size 1-50 47 22.9
51-100 35 17.1
101 and above 123 60.0

Ratio of technology savvy 
HR

very few 45 22.0

50 percent of the em-
ployees

105 51.2

All 55 26.8
Collection of employee 
data

yes 202 98.5

No 3 1.5
Total 205 100
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Table 1 indicates that among 205 respondents, 57.1 percent represent male and 88 percent female. The 
majority of those surveyed, 33.7 percent were from banking and financial institutions, followed by other 
forms of organizations. In terms of qualification, most of the respondents 63.9 percent hold a master 
degree. Regarding total experience as HR majority of the respondents (38 percent) have 3-5 years of 
experience. In terms of duration of organization establishment, most of the organization (70.7 percent) 
is established for 11 years and above. Regarding organization size, majority of the organizations (60 
percent) had 110 or more employees. In the context of ratio of technology savvy HR in organization, 
most of the organization (51.2 percent) had 50 percent of the employees as technology savvy. Lastly, 
regarding the collection of employee data, majority of the organization (98.5 percent) collects employee 
related data.

Feasibility of Factor Analysis

The feasibility of applying factor analysis on the dataset is measured through two measures the Kaiser-
Meyer-Olkin (KMO) statistic and Bartlett’s Test of Sphericity shown in Table 2. It is concluded that the 
data is viable because the obtained KMO value of 0.918 is more than 0.5. According to the results of the 
Bartlett’s test of sphericity, the correlation matrix is not an identity matrix since the Chi-Square value is 
3441.79 with a significant value of 0.000.

Table 2

 KMO and Bartlett’s Test

Kaiser-Meyer-Olkin Measure of Sam-
pling Adequacy.

 0.918

Bartlett's Test of Sphericity Approx. Chi-Square 3441.79
 df 300
 Sig. 0.000

Examination of Measurement Model

The measurement model results (reliability, validity, and model fit indicators) are presented in the table 
3, 4, and 5. The scales’ reliability was assessed using Cronbach’s alpha (CA), with a recommended 
threshold of >0.7 as proposed by  Hair et al. (2018). Subsequently, the study assessed convergent validity 
based on the guidelines from (Li et al., 2020). For internal consistency reliability, it was essential for 
the composite reliability (CR) to be equal to or greater than 0.7 ( Hair et al., 2011). Larcker (2012) 
recommended that the average variance extracted (AVE) should be ≥0.5 to establish convergent validity, 
as shown in Table 3, which presents CA, CR, and AVE, to evaluate reliabilities, internal consistency, 
and convergent validity. Regarding discriminant validity (refer to Table 4), the square of AVE for each 
variable must exceed the correlation value among the variables. The study took six items for external 
pressure, five items for employee orientation, and six items for trading partner pressure. A few items 
were omitted during the analysis of model fit because those items were causing poor model fit indices.  
According to  Hair et al. (2018) the threshold value of CMIN/DF is 5. Additionally, GFI, NFI, and CFI 
should surpass the 0.90 threshold. Furthermore, the RMSEA cut-off value is 0.08. Figure 2 and Table 5 
show that the parameters such as CMIN/DF, GFI, NFI, CFI and RMSEA have acceptable value range 
for the model to be fit. 
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Table 3

Result of CFA, Reliability and Validity Test

Constructs Items Factor 
Loadings

Critical 
Ratio P-value Cron-

bach’s
Composite 
Reliability AVE

External Pressure EP2 0.721 10.355 *** Alpha 0.851 0.589
EP4 0.787 11.401 *** 0.850
EP5 0.774 11.207 ***
EP6 0.785 ---- ----

Employee Orientation EO2 0.790 10.641 *** 0.815 0.594
EO3 0.743 10.106 *** 0.814
EO4 0.779 ---- ----

Trading Partner Pres-
sure TP1 0.850 ---- ---- 0.920 0.699

TP2 0.863 15.820 *** 0.918
TP3 0.875 16.183 ***
TP4 0.874 16.154 ***
TP5 0.705 11.563 ***

HR Adoption HRA1 0.851 ---- ---- 0.869 0.625
HRA2 0.811 13.113 *** 0.864
HRA3 0.712 11.066 ***
HRA5 0.782 11.066 ***

Table 4 

Discriminant validity: Fornell and Larker

EP EO TPP HRA
Model fit indices 0.767    
EO 0.704 0.771   
TPP 0.629 0.571 0.836  
HRA 0.532 0.555 0.52 0.791

Table 5

Model fit indices

Fit Indices Criteria Calculate value Remarks
CMIN/DF < 3 1.849 Good fit
GFI 0.9 or above .903 Good fit
NFI 0.9 or above .914 Good fit
CFI 0.9 or above .958 Good fit
RMSEA < 0.08 .065 Good fit

NOTE: CMIN/ DF = chi-square/degree of freedom; GFI = goodness-of-fit index; NFI = normed fit 
index;  CFI = comparative fit index; RMSEA = root mean square error of approximation.
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Figure 2
Measurement Model
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Table 6 

Path Analysis 

  Estimate S.E. C.R. P 
HRA <--- EP 0.197 0.139 1.42 0.156 
HRA <--- EO 0.395 0.155 2.552 0.011 
HRA <--- TPP 0.238 0.09 2.657 0.008 
 

Table 6 inferred that external pressure is not statistically significant to HR analytics adoption in 

Nepalese organization. However, employee orientation and trading partner pressure is 

statistically significant with HR analytics adoption with p value = 0.011 and 0.008 respectively. 

Thus, the study incorporates that employee orientation and trading partner pressure is significant 

to HR analytics adoption in the organizations of Nepal.  

The research aims to discover the factors influencing the adoption of HR analytics in Nepalese 

organizations. After conducting a thorough review of the existing body of literature, three 

potential determinants namely external pressure, employee orientation, and trade partner 

pressure, based on environmental variables were investigated. In particular, this research focused 

on how independent variables in the environmental setting affected the dependent variable 

(adoption of HR analytics). Out of three variables, the external pressure was not statistically 

significant to the implementation of HR analytics which is aligned with the prior analysis (Al-

Jabri & Alabdulhadi, 2016; Hsu et al., 2014; Oliveira et al., 2014) and contrary to others (Qalati 
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Table 6

Path Analysis

 Estimate S.E. C.R. P
HRA <--- EP 0.197 0.139 1.42 0.156
HRA <--- EO 0.395 0.155 2.552 0.011
HRA <--- TPP 0.238 0.09 2.657 0.008

Table 6 inferred that external pressure is not statistically significant to HR analytics adoption in Nepalese 
organization. However, employee orientation and trading partner pressure is statistically significant 
with HR analytics adoption with p value = 0.011 and 0.008 respectively. Thus, the study incorporates 
that employee orientation and trading partner pressure is significant to HR analytics adoption in the 
organizations of Nepal. 

The research aims to discover the factors influencing the adoption of HR analytics in Nepalese 
organizations. After conducting a thorough review of the existing body of literature, three potential 
determinants namely external pressure, employee orientation, and trade partner pressure, based on 
environmental variables were investigated. In particular, this research focused on how independent 
variables in the environmental setting affected the dependent variable (adoption of HR analytics). Out 
of three variables, the external pressure was not statistically significant to the implementation of HR 
analytics which is aligned with the prior analysis (Al-Jabri & Alabdulhadi, 2016; Hsu et al., 2014; 
Oliveira et al., 2014) and contrary to others (Qalati et al., 2020; Simoes et al., 2019; Tajudeen et al., 
2018). The employee orientation was found to be statistically significant to HR analytics adoption which 
supports the previous research (Ekka & Singh, 2022). The trading partner pressure was statistically 
significant to HR analytics adoption which supports the past studies (Gutierrez et al., 2015; Low et 
al., 2011; Sharma et al., 2023) and contrary to others (Al-Jabri & Alabdulhadi, 2016). This pressure 
results from trade with corporate partners as well as from rivalry within the sector, particularly those 
who are employing HR analytics. Organizations may decide to embrace HR analytics if they believe 
it is vital to conduct business with their trade partners. Another form of pressure comes from industry, 
where organizations may sense they must use HR analytics to maintain competitiveness, especially in 
light of the widespread use of HR analytics by their rival companies. In Nepal, the implementation of 
HR analytics is still in its early stages, and businesses are still debating whether to use it (Chhetri et 
al., 2023). Business organizations do not yet believe that HR analytics might give them a competitive 
advantage. 

The findings of this study provide insightful information that managers may use to make well-informed 
choices about using HR analytics. Employee orientation, a crucial aspect frequently ignored in earlier 
studies, was included in this study as a critical environmental context element. By emphasizing the need 
to consider employee viewpoints while bringing new technology into their organizations, this research 
emphasizes the relevance of helping managers understand employees better. The research contributes 
significantly to the corpus of knowledge and addresses a gap in HR analytics and the adoption of new 
technology. The discovery of advantages offers a critical foundation for further research into the obstacles 
to HR analytics implementation in businesses. Previous papers mostly focused on developed nations, 
thus this paper provides the environmental factors affecting the adoption of HR analytics in developing 
nations like Nepal. The results of this study are especially noteworthy since they highlight the enormous 
difficulties the organization experiences in trying to modify management practices while also adding to 
our understanding of management theory and the adoption of technology.
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Conclusion and Suggestions
This research paper assesses the environmental elements that impact the application of HR analytics 
within organizations in Nepal, as perceived by HR managers. This study represents an initial endeavor 
to gain insights into the determinants shaping the acceptance of HR analytics in the Nepalese context. 
The results indicate that employee orientation and trading partner pressure are the elements that affect 
HR analytics adoption in Nepalese organizations. While external pressure does not have any effect on 
usage of HR analytics. 

There were a few limitations found, nevertheless, which have provided new opportunities for further 
study. For instance, even though the questionnaire collected and assessed over 205 useable replies, 
not enough responses from each industrial sector or organization size were provided. Additional 
research might be conducted based on certain business sizes or the type of activities they are engaged 
in by focusing on one business sector. Different nations have diverse traits including culture, rivalry, 
commercial partners, and governmental rules and regulations. It is possible to compare the findings of 
related studies by conducting studies in different nations. Further research can be carried out by taking 
mediating factors like organizational culture and top management support. This study is the first step 
towards identifying the role of different factors affecting adopting HR analytics which offers valuable 
insights for HR professionals, as well as the policy makers, decision makers, and technology marketers 
targeting the HR sector and developers focused on HR technology. technology marketers targeting the 
HR sector and developers focused on HR technology. 
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