
of money supply on stock prices and stock indices is a significant area of research, revealing 
complex relationships influenced by various macroeconomic factors (Erdugan, 2012). In other 
words, the stock price is the outcome of the overall macroeconomic performance of a national 
economy including money supply (Bhattacharjee & Das, 2021; Muchir, 2012).  In this context, 
the relationship between money supply and stock market performance is essentially a reflection 
of capital market and money market (Wang, 2016). The relationship between money supply and 
stock prices has long been a focal point of economic and financial research, as it encapsulates 
the intricate interplay between monetary policy and capital markets (Sirucek, 2013). Money 
supply, typically represented by broad money, serves as a key indicator of liquidity in an econo-
my, influencing interest rates, inflation, and investment behavior (Lacey, 2021; Bhattacharjee & 
Das, 2021; Devkota & Dhungana, 2019). Stock prices, on the other hand, reflect investor 
sentiment, corporate performance, and broader economic dynamics. 

 Theories suggest that changes in money supply can significantly impact stock market 
performance, both directly and indirectly, through various transmission channels (Gunardi & 
Disman, 2023). In this context, understanding this nexus is critical for policymakers, investors, 
and economists, as it provides insights into how monetary interventions affect asset markets and 
economic stability. This paper examines the dynamic relationship between money supply and 
stock market performance, with a focus on short-run and long-run interactions in varying 
economic contexts. Globally, there are extensive studies on the impact of money supply on 
stock indices, but limited research exists exploring these dynamics in emerging economies, 
especially in the context of Nepal. To have better understanding of the effect of money supply 
and stock market performance in the Nepalese context, it is essential to investigate empirically. 
Moreover, this study examines the mechanisms through which money supply affects stock 
prices and indices, supported by empirical evidence from various contexts. Therefore, the 
pertinent research questions are proposed as follows: How does money supply influence stock 
market performance in Nepal? What is the role of other macroeconomic variables, such as 
interest rates, constant GDP, and remittance inflow, in shaping stock market dynamics? Is there 
evidence of speculative stock bubbles resulting from changes in the money supply in Nepal? In 
this regard, the objectives of the paper are to examine the impact of money supply on stock 
market performance in Nepal, including the role of other macroeconomic variables such as 
interest rates, constant GDP, and remittance inflow, and provide suggestions to policymakers 
and stakeholders for policy implications. 
 

Review of Literature 
Theoretical Perspectives

 Stock market performance is crucial for economic prosperity, capital formation, and 
sustainable economic growth as it facilitates resource flow, investment opportunities, pooling 
funds, sharing risk, and wealth transfer between savers and users (Subedi, 2023). The relation-
ship between money supply and the stock market composite index is a well-researched area in 
economics and finance around the globe, where several theories provide frameworks to under-
stand this relationship.

  The Quantity theory of money as the equation MV=PQ, suggests that an increase in 
the money supply leads to inflation if the output (Q) remains constant. It means as the money 
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Smartphones have seamlessly integrated into daily life for the 
people of Nepal, making their importance undeniable. However, 
the country's reliance on imports for smartphone consumption 
underscores the need to understand user preferences better. This 
paper investigates the buying behavior of smartphone users in 
Nepal, based on a sample of 235 randomly selected individuals 
from Banepa Municipality. Utilizing a five-point Likert scale, we 
collected valuable insights from the participants. The results 
reveal that user behavior is significantly influenced by reviews 
and recommendations, along with the specific features of smart-
phones. Conversely, product, price, place (distribution), and 
promotion attributes appear to have little effect on purchase 
decisions. Ultimately, when it comes to smartphones, features are 
paramount. Therefore, effective marketing strategies should 
emphasize key aspects such as speed, performance, battery life, 
camera capabilities, aesthetic design, and exchange options to 
attract Nepalese users.

supply increases, the liquidity improves, which in turn leads to encouraging more investments 
in the stock market and raises stock values. Conversely, if inflation increases as a result of 
excessive money in circulation, stock values may suffer as actual returns on investments 
decline (Fisher, 2006). Efficient Market Hypothesis (EMH) asserts that stock prices reflect all 
available information, including monetary policy signals (Fama, 1970). Therefore, the changes 
in money supply are incorporated into stock prices as investors adjust their expectations about 
future earnings and inflation. Therefore, money supply changes can have immediate effects on 
composite stock indices, depending on the degree of market efficiency.

 Lucas (1972) developed the Rational Expectations Hypothesis and postulated that 
investors incorporate changes in money supply into their expectations about future economic 
conditions thereby influencing stock prices. It asserts that anticipated increases in money 
supply may already be reflected in stock prices, where unexpected changes can create volatili-
ty. Therefore, stock markets respond to the unanticipated component of money supply chang-
es. Modigliani and Cohn (1979) argue that money supply increases can raise inflation expecta-
tions.  Essentially, if inflation rises, it reduces the present value of future cash flows from 
stocks, adversely affecting stock prices. Therefore, the effect of money supply on stocks prices 
depends on whether inflation expectations are stable or rising. Behavioral Finance theories 
argue that the sentiment of investors and psychological factors expand the effects of money 
supply changes on stock prices (Shiller, 1981). It is observed that during periods of increased 
money supply, euphoria prevails and may lead to the overvaluation of stocks. Therefore, the 
theory states that the increase in money supply cognitive biases and herd behavior influence 
stock indices.

Empirical Review

 The nexus between money supply and the market stock performance is a widely 
studied and discussed matter in macroeconomics and financial economics to have a better 
understanding of this relationship. The summary is presented subsequently. 
Table 1
Literature Review Matrix

 

 In summary, these studies have provided valuable insights into the short-term and 
long-term interactions between money supply, along other macroeconomic variables on stock 
market indicexisting studies mentioned above predominantly focused on the developed econo-
my context, with limited attention to a unique economic structure of Nepal. Similarly, most 
studies report a positive correlation between the money supply and stock prices or stock 
indices, contrasting evidence on causality and the role of macroeconomic variables indicates 
the need for a localized investigation. In conclusion, this review identifies gaps in understand-
ing the money supply dynamics in emerging economies like Nepal, highlighting the need for 
further investigation into the impact of changes in money supply on stock market performance 
and stability, thereby setting the stage for further research in Nepal.

Methodology

Research Design

 This study has adopted a quantitative research design to analyze the relationship 
between money supply, interest rates, and stock market performance in the Nepalese contest. 
The research uses time-series analysis using econometric techniques to capture the dynamic 
interactions among the variables included in the model over time. Similarly, the study is 
explanatory in nature and employs statistical models to fulfill the objectives of the research. 

Variables, Data, and Their Sources

 This study used secondary annual data on some selected macroeconomic variables of 
Nepal viz., broad money supply(M2), interest rate, GDP at a constant price, remittance inflow 
in Nepal and Nepal Stock Exchange (NEPSE) index from 1994 to 2023. They are presented 
below:

Table 1 

Variables, Data and Their Sources
Variables Nature   Definition   Sources
NEPSE  Dependent Variable Stock Market Performance Nepal Rastra Bank
M2  Independent Variable Broad Money Supply  Nepal Rastra Bank
IR  Independent Variable Interest Rate   Nepal Rastra Bank
RGDP  Control Variable GDP at Constant Price  Nepal Rastra Bank
RMT  Control Variable Annual Remittance Inflow of Nepal  Nepal Rastra Bank

Analysis Tools and Techniques

 The data analysis process involves descriptive statistics, stationarity tests, granger 
causality tests, ARDL methods of co-integration. Similarly, diagnostic tests like RESET test, 
Breusch-Godfrey Serial Correlation LM Test, Normality test, Heteroscedasticity test, stability 
test are done and they are subsequently discussed hereunder. The computer software EVIEWs 
10 was used for data analysis. 
Specification of the Empirical Model

 To fulfill the objectives of the study, the researcher has developed an empirical model 
for testing the hypothesis in functional form as follows:
NEPSEt = f(M2t , IRt ,RGDPt , RMTt)                            ...(1)
 In equation (1) above, NEPSEt, M2t, IRt, RGDPt, RMTt denote the Nepal Stock 
Exchange, broad money supply, GDP at constant price and annual remittance inflow in Nepal 
for the time ‘t’ respectively. The model given in equation (1) can be transformed into a loga-
rithmic econometric model as follows.
lnNEPSEt =  α + lnβ1T(M2t) + lnβ2(IRt)  +lnβ3(RGDP)t  +lnβ4(RMT)t + et         …(2)
 In equation (2) above symbols α denotes intercept, and β i implies slopes parameters to 
be estimated, ln stands for natural logarithm, remaining acronyms are as defined above in 
equation (1). Likewise, α and β are parameters to be estimated. 
ARDL Model

 The general form of an ARDL (p, q) model is:

In the above equation (3), Y_t is the outcome variable, X_(t-j) denotes explanatory,  α_i and β
_j  are coefficients, p and q are the lag orders, and ε_t is the error term.
The ARDL model is estimated based on the number of lags suggested by the information 

criteria suggested in the lag length selection criteria. Generally, Akaike Information Criterion 
(AIC), Hannan-Quinn Criterion (HQC) or the Schwartz Bayesian Criteria (SBC) can be used 
in order to choose the optimal lag.  
 F- bound test is essential for examining long-run relationship of the variables included 
in the model. Hence, to test if the variables have a long-run relationship, the F-test was 
performed based on the following Pesaran, Shin and Smith (2001) generalized form of applied 
ARDL model. Therefore, model for F- bound test is given below:

 In equation (4), β0 , β1, β2 … β5  are coefficients to be estimated and subscript t-1 
implies lagged value, Δ represents the first difference of the variables. Similarly, γi, δj, λk, θl, 
μm  are the short-run dynamics (coefficients of the first differenced variables). Others are 
described as follows:
lnNEPSEt = The natural log of the Nepal Stock Exchange index.
lnM2t-1 = The natural log of money supply at time t-1.
lnIRt-1  = The natural log of interest rates at time t-1.
lnRGDPt-1  = The natural log of real GDP at time t-1.
lnRMTt-1  = The natural log of remittance inflow at time t-1.
εt   = Error term.
 The ARDL model for estimating long-run coefficient can be specified as follows:

ln(NEPSE)t=β0+ β1 ln(M2)t+ β2 ln(IR) + β3ln(RGDP)t + β4ln(RMT)t +  εt  …(5)

 Moreover, the ECM in the ARDL approach to co-integration, the lagged error correc-
tion term is generated out of the long-run coefficients to replace a linear combination of the 
lagged variables, and the model is re-estimated at the optimum lags selected by using model 
selection criterion (Bahamani & Ardalani, 2006). The ECM for estimating short-run coeffi-
cient and error correction term is presented as follows:

Δln(NEPSE)t=∝ + δ_j Δln(M2)t-j+ λ_k Δln(IR)t-k+ θ_lΔln(RGDP)t-l + μ_mΔln(RMT)t-m + 

γECTt−1+ εt            …(6)
 In equation (6), ∝ , δ_j, λ_k, θ_l, μ_m, and γ are coefficients to be estimated. Others 
are described hereunder.
ΔlnNEPSEt  = Lagged change in the natural log of the Nepal Stock Exchange index.
ΔlnM2 t-j  = Lagged change in the natural log of money supply at time t-j.
ΔlnIRt-k = Lagged change in the natural log of interest rates at time t-k.
ΔlnRGDPt-l  = Lagged change in the natural log of real GDP at time t-l.
ΔlnRMTt-m = Lagged change in the natural log of remittance inflow at time t-m.
ECTt−1  =Error correction term lagged by one period.
εt   = Error term.
 Finally, the ARDL model tries to find the best linear unbiased estimator (BLUE) and 
thereby diagnostic tests need to be conducted. In this, regard, the researcher has also gone 

through such tests. Therefore, diagnostic test, such as Ramsey Regression Equation Specifica-
tion Error Test (RESET) test, is a general specification test for the linear regression model, LM 
Test for Serial Correlation, Test for Heteroscedasticity, J-B test for the normality of the residu-
als and CUSUM and CUSUMSQ test for the stability are conducted and reported.

Results and Discussion

 The estimated results presented in Tables 2 to Table 9 present results of data analysis. 
The analysis results are given and discussed subsequently.

Descriptive Statistics

 Table 2 shows descriptive statistics for included variables for the analysis from 1994 to 
2023. The acronym lnNEPSE denotes NEPSE index in log form. Its mean and median are 
6.4959, and 6.5278 respectively, indicating slight symmetry. Likewise, the skewness is 0.094 
(near 0, suggesting symmetry), kurtosis is1.745 (below 3, implying a flat distribution), and 
Jarque-Bera (JB) Probability is 0.4326, indicating the data follows a normal distribution. 
Another, acronyms lnM2 denotes Money Supply in log form. Its mean and median are 
11.44612 and 11.43098, suggesting symmetry. The skewness is 0.0768 (near 0, indicating 
symmetry). The kurtosis is 1.62399 (less than 3, flat distribution) and JB Probability is 0.3684, 
supporting normality. Another acronym lnIR denotes interest Rate in log form. Its mean and 
median are 0.7067 and 1.0919 in which mean is less than median, indicating potential left 
skewness. Another parameter, skewness is -0.6987 (negative, suggesting left-skewed distribu-
tion). Likewise, kurtosis is 2.5390 (below 3, moderately flat). Finally, JB Probability: 0.3237, 
indicating approximate normality. The acronym lnRGDP denotes Real GDP in log form. Its 
mean and median are 11.5852, and 12.0028, here mean is less than median, suggesting slight 
left skewness. The skewness for this is −0.1851 (near 0, weakly left-skewed). The kurtosis is 
1.1759 (far below 3, flat distribution). JB Probability is 0.1646, borderline normality. Finally, 
the acronym lnRMT denotes remittance in log form. Its mean and median are 10.1604 and 
10.490, here mean is less than median, indicating potential left skewness. The skewness, 
kurtosis and JB Probability are -0.5734(moderate left skewness), 2.2507(below 3, flat distribu-
tion), and 0.3763 (moderate left skewness) respectively.

Table 2 

Descriptive Statistics
Parameters lnNEPSE lnM2  lnIR  lnRGDP lnRMT
 Mean  6.4959  11.4461 0.7067  11.5852 10.1604
 Median 6.5278  11.4310 1.0919  12.0028 10.4900
 Maximum 7.9667  13.3262 2.1066  12.4604 11.7122
 Minimum 5.3223  9.6343  -1.8326  10.6109 7.1438
 Std. Dev. 0.8044  1.2036  1.0415  0.7671  1.2866
 Skewness 0.0944  0.0770  -0.6987  -0.1851  -0.5734
 Kurtosis 1.7457  1.6240  2.5390  1.1759  2.2507
 Jarque-Bera 1.6758  1.9970  2.2557  3.6088  1.9549
 Probability 0.4326  0.3684  0.3237  0.1646  0.3763

Note. This table demonstrates the descriptive statistic result as for the variables computed by 
the author based on the data of respective variables from 1994-2023. 
The descriptive statistics shows that most variables exhibit approximate normality, with some 
left-skewed or flat distributions. 

Unit Root Test Result

 Augmented Dicky Fuller (ADF) test result and Phillip-Perron (PP) test result is sum-
marized subsequently. The ADF test evaluates the stationarity of variables by testing for unit 
roots at levels and at the first differences. The Table 3 results show that lnNEPSEt and ln IRt 
are stationary at levels I(0) and I(1) both. But, lnM2t, lnRGDPt, and lnRMTt are stationary 
only after the first difference I(1) and non-stationary at levels. These results clearly indicate 
that the variables are integrated at level, I(0) and after first difference I(1). Similarly, Phil-
lip-Perron test result also shows a variable interest rate which is stationary at level I(0) and 
after first difference I(1) both. Reaming other variables are stationary only after first difference 
I(1)(Table 3). These results are crucial for selecting the ARDL model as an appropriate econo-
metric approach for co-integration analysis and examining the relationships among these 
variables. 

Table 3
Summary of Unit Root Test Result

Note. This table demonstrates the Augmented Dickey Fuller test result as computed by the 
author based on the data of respective variables from 1994-2023. The symbol ** and *** 
implies statistical significance at 5 percent and 1 percent respectively.

Lag length Selection 

 In time series analysis, the optimal lag selection is very crucial and quite sensitive in 
the case of time series analysis. The VAR Lag Order Selection Criteria are given in Table 4. 
The study uses criteria like LR, FPE, AIC, SC, and HQ to identify the optimal lag length for a 

 Table 1 shows the construct ‘reviews and recommendations;’ and is seen as unaccept-
able, the alpha values are seen quite below the threshold of 0.7. 

Results and Discussion

 This section covers the analysis of the data collected from the respondents and a discus-

sion of the results.

Respondents’ Profile

 The table below illustrates the summary of the respondents’ profile:

Table 2

Respondents’ Profile

Note. Field Survey, 2024.

 An equal number of both genders are seen within respondents. The predominance of 
younger age groups and students suggests a study that may cater to or reflect the preferences of 
a younger demographics. The majority have formal education beyond secondary school, which 
may influence their perspectives and preferences. A mix of occupational backgrounds provides 
a broad understanding of societal perspectives, but the study is dominated by students and 
self-employed individuals.

Opinions on Reviews and Recommendations

 The table below illustrates the opinion on the reviews and recommendations while 
buying smartphones:

Table 3

Opinions on Reviews and Recommendations
              Std.
Items        Mean  Deviation Skewness
The recommendations of my friends/relatives for any phone makes 
me favorably disposed towards buying that phone.   3.91  0.98 -0.51
The review ratings given for any phone model affect my purchase decision. 3.72  1.04 -0.21
Overall Average       3.82  

Note. Field Survey, 2024.

 Table 3 shows that consumers generally agree the recommendations from their social 
circle significantly in their buying decisions. Review ratings also play an important role in 
purchase decisions, though slightly less than personal recommendations. The overall mean of 
3.82 suggests that both personal recommendations and review ratings are influential factors, 
with recommendations carrying slightly more weight. Both opinions are negatively skewed.

Opinions on Marketing Attributes

 The table below illustrates the opinion on the marketing attributes, i.e. price advantage, 
physical dimension, brand and advertisement, and availability while buying smartphones:

Table 4

Opinions on Marketing Attributes

  

Note. Field Survey, 2024.

impact on buyer behavior might be less pronounced.

 Buyer’s behavior has the strongest correlation with features (+0.491**) and ‘review 
and recommendations ‘(+0.432**). Similarly, there is a weak correlation with marketing 
attributes (+0.123, p = 0.060), showing that buyers prioritize product features and reviews over 
marketing efforts.

 Features and ‘reviews and recommendations’ are the most critical factors influencing 
buyer behavior. Marketing attributes have limited direct influence on buyer behavior but are 
moderately connected to features and reviews, indirectly affecting decision-making. Strategies 
focusing on improving product features and leveraging positive reviews and recommendations 
may yield better consumer responses than purely increasing marketing efforts.

Summary of Regression Analysis 

 As Table 1 shows low reliability for the ‘reviews and recommendations’ factors, the 
respective variable is dropped from further analysis. The summary of the regression results 
has been illustrated below:

Table 8

Summary of Regression Analysis 

Model     Beta  T-statistics p-value  VIF
(Constant)    2.426  5.916  0.000 
Marketing Attributes   -0.267  -2.090  0.038  1.275
Features    +0.596  8.637  0.000  1.275
R-Square   0.255   
F-Statistics   39.65   
    (0.000)   
DW Statistics   1.863   
Note. Predictors: Marketing attributes, features; Dependent variable: Buyer’s behavior.

 R-Square (0.255) indicates that 25.5% of the variance in smartphone buying behavior 
is explained by the independent variables. Similarly, adjusted R-Square (0.248) showing a 
slightly lower but still meaningful explanatory power. F-Statistics (39.65, p < 0.001) indicates 
that the overall model is statistically significant.

 The coefficient (-0.267) suggests that an increase in marketing attributes decreases the 
dependent variable by 0.267 units, holding other variables constant. The T-statistics (-2.090) 
indicates the significance of this variable, with a p-value of 0.038 (<0.05), confirming that the 
effect is statistically significant. Similarly, the coefficient (+0.596) indicates that an increase 
in features improves the dependent variable by 0.596 units. The T-statistics (8.637) and 
P-value (0.000) show strong statistical significance. 

 All VIF values are below 10, suggesting no multicollinearity issues among the inde-
pendent variables. Durbin-Watson Statistics (1.863), i.e. close to 2, indicating no significant 
autocorrelation in the residuals.

Discussion

 Boby Joseph S.J. and Khannal (2011) factors such as brand choice, information source, 
decision-making factors, financial sources, and product satisfaction levels influenced the buying 
behavior of smartphones, while this paper found that physical dimensions, reviews, and recom-
mendations followed by features of the smartphones determined the buying behavior among 
Nepalese customers. Nepalese smartphone customers are seen as more concerned about features 
but no concern towards the advertisement of smartphones, which shows one the contradictors to 
Maliha et al. (2020) and Fulzele and Chirde's (2022) findings, where the researchers stated 
quality of a product is the most important factor, followed by price, brand and product unique-
ness, camera function, and operating system. Rai et al. (2023) concluded that product attributes 
did not significantly impact consumer behavior in smartphone purchasing decisions, while the 
current study did not ignore the various features of smartphones.

Conclusion and Implications

 The analysis provides key insights into the factors influencing smartphone buying 
behavior among consumers, highlighting the relative importance of various factors and their 
interactions with buyer behavior. The study reveals that functional and technical attributes like 
picture quality, multitasking capability, and fast charging significantly predict consumer behav-
ior, while social circle recommendations and review ratings significantly influence buyer 
behavior, emphasizing the importance of trust and peer validation.

 While moderately correlated with buyer behavior, availability shows an insignificant 
negative impact on the regression model. This suggests that while consumers prefer conve-
nience and access, these factors are secondary to functional attributes and reviews.

 Factors like phone thickness and screen size have a weak positive correlation and an 
insignificant impact indicating that they are not primary drivers. The paper determined that 
market attributes do not significantly influence the purchasing decisions of smartphone users in 
Nepal. Instead, what truly matters to these consumers is the quality and features of the smart-
phones themselves. While there may be concerns about the reliability of the paper’s reviews and 
recommendations. It is important to recognize that these factors can still sway consumer behav-
ior in the smartphone market in Nepal.

 Smartphone manufacturers who intend to sell in the Nepalese market should prioritize 
enhancing technical features, as these significantly influence consumer decisions.  Leveraging 
social proof through reviews and recommendations is essential. Investments in influencer 
marketing or testimonials could amplify consumer trust and appeal. A balanced approach to 
pricing is necessary, focusing on value rather than competing solely on cost. Ensuring availabil-
ity in multi-brand outlets and accessible service centers remains important, albeit less critical 
than core product features.

 This study concludes that consumers are more influenced by functionality and social 
validation than by traditional branding or pricing strategies, which should guide manufacturers 
and retailers in aligning their offerings with buyer preferences.

Figure 2

Percentage of Security of Using QR Code
 

 Figure 2 indicates that 71.2% of respondents believed QR codes to be secure, 1.9% felt 
insecure, and 26.9% were unsure whether to utilize secure or insecure codes.

Figure 3 

Percentage of Trustworthiness of Using QR Code

 

 Figure 3 shows that 74% of participants fully trusted QR codes, while 2% did not. 24%, 
however, were not clear if they should be trusted or mistrusted when using QR codes. 
Cross-tabulation analysis was then performed according to monthly QR Code usage, and demo-

Conclusion

 The report offers a thorough grasp of how QR codes are being adopted and used in 
various regions for various purposes in the Nepalese context. The study concludes that the 
majority of Nepalese consumers use QR codes for financial transactions. The study's participants 
reported feeling secure when using QR codes. Although there have been improvements, the 
study also finds enduring security and trust issues that could prevent QR codes from being 
widely used if left unchecked. They are more comfortable using it in a variety of industries, 
including banking, education, travel and tourism, marketing, hotels and restaurants, and health.
The Pearson Chi-square and cross-tabulation also stated that there was a significant correlation 
between the monthly use of QR code mobile payments and gender, age, occupation, province, 
and education. This indicated some variation in the monthly proportion of mobile payments 
using QR codes by province, gender, age, occupation, and level of education. 
The study comes to the conclusion that although QR codes have the potential to completely 
transform payment systems in developing nations, it will take focused efforts to maintain securi-
ty, foster trust, and improve user education in several areas before they can be widely adopted 
and grow sustainably. So, the study is intriguing since it concentrates on a developing country 
and provides valuable perspectives for similar economies directing the transition to digital 
payment methods. 

Limitations and Future Implications

 The sample size for this study was small, and it only represents a portion of Nepal’s 
population. The results show the realities of growing markets with a young population and a 
relatively sensitive QR code, even though they might not apply to Nepali people. Thus, a larger 
sample size for this research could be more broadly applicable to the investigation of QR codes 
in Nepal.
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graphic status such as gender, age, occupation, province, and education. 

Cross-Tabulation Analysis

 Cross tabulation is a quantitative research technique used to examine the relationship 
between two or more variables. Furthermore, this study used chi-square tests to investigate 
differences in the distribution of categorical responses between groups (Black, 2010). The 
chi-square test was used to identify whether gender, age, province, education, and job status 
affected the monthly frequency of using QR code mobile payments. In the table below, several 
updated UTAUT viewpoint variables are descriptively analyzed. 

Table 1

Cross-tabulation between Gender and QR Code Usage Per Month

 The majority of people use quick response (QR) codes for mobile payments 10–20 times 
a month, as shown in Table 1. This also explains the 10–20 times per month that both men and  
women use QR code mobile payments. 

 In contrast, 18.40% of women use it 10–20 times per month, while 24% of men use it 
more than 40 times. Thus, men and women alike showed interest in utilizing the QR code 
service. P = 0.000, the Pearson Chi-square value of 30.559, was below the significance level of 
0.01 (1%). 
 Therefore, there was a significant correlation between monthly QR code mobile payment 
usage and gender. This indicated some variation in the monthly proportion of mobile payments 

using QR codes by gender.

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

Table 2

Cross-tabulation between Age and QR Code Usage Per Month

     Note. 

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

 The result was a desire to use the QR code service across all age groups. The chi-squared 
Pearson value of 36.505, P = 0.006, fell below the 0.05 (5%) significance level. The monthly 
utilization of QR code mobile payments was thus significantly correlated with age group. This 
indicated some variance in the proportion of each age group using QR codes for mobile 
payments each month.

 Table 3 shows that, with the exception of Karnali and Sudurpaschim, most people in all 
provinces use quick response (QR) codes to make mobile payments 10–20 times a month. 
This also explains why 50% of Karnali residents and 75% of Sudurpaschim use it more than 40 
times a month, compared to 45.70% of Koshi residents, 52.80% of Madhesh residents, 76.90% 
of Gandaki residents, and 64.30% of Lumbini Province residents. Accordingly, all provinces' 
respondents said they would like to employ the QR code service. 

Table 3

Cross-tabulation between Provinces and QR Code Usage Per Month

    Note.

 The chi-squared Pearson value of 57.624, P = 0.000, was below the 1% cutoff of 0.01. 
Therefore, there was a high correlation between the province and the monthly use of mobile QR 
code payments. The percentage of monthly mobile payments using QR codes therefore differed 
from province to province.  

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 

that the percentage of monthly QR code mobile payment usage varied by education level.

Table 4

Cross-tabulation between Education and QR Code Usage Per Month

        Note. 

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 
that the percentage of monthly QR code mobile payment usage varied by education level.

 Table 5 shows that except for self-employed and retired individuals, most people across 
all job levels use quick response (QR) codes to make 10 to 20 mobile payments each month. 
This also explains why 57.10% of independent contractors and 42.90% of retirees use it less 
frequently than ten times a month. Respondents from various educational backgrounds thus 
wished to utilize the QR code service. 

Table 5 

Cross-tabulation between Employment and QR Code Usage Per Month

    Note. 

 

 The Pearson Chi-square value was below the 5% cutoff at 26.548 (P = 0.033). Monthly 
utilization of mobile payments using QR codes was strongly correlated with educational status. 
Accordingly, the percentage of monthly mobile payments using QR codes varied by educational 
attainment. 

Discussion

 The importance of security and trust has been highlighted by the study on the adoption of 
QR code applications. The majority of respondents utilized QR codes in the banking sector, 
followed by the education sector, the hotel business, the health sector, and other industries like 
marketing, tracking, travel and tour, and shopping (Kim & Yoon, 2014; Ozkaya et al., 2015). 
According to this research work the proportion of monthly mobile payments made via QR codes 
varied somewhat by gender and age. Therefore, each province had a different percentage of 
monthly mobile payments made with QR codes. The use of QR codes for mobile payments each 
month was highly associated with educational attainment (Luitel, 2023; Mookerjee et al., 2022). 
The report also indicated that most respondents viewed QR codes to be secure and trusted 
(Gautam & Sah, 2023; Luitel, 2023).

 MONEY IS REGARDED as the center of macroeconomics 
and understanding the effect of the money supply is critical for macro-
economc theory (John & Ezeabasili, 2020; Palley, 2015). The impact 

Results and Discussion 

Respondents Status  

 The demographic statuses of the respondents were discussed in terms of sex, age group, 
provincial areas, professional status, and academic level. Most respondents were male, 58.2%, 
and the remaining were females. According to age group, most respondents were 20 to 24 at 
52.7%, 25 to 29 at 12.7%, and 30 to 34 with 11.8% of Bagmati at 49.1%, Madhesh with 19.1%, 
and 10.9% of Gandaki and remaining from other provinces. 

 Most respondents were bachelor's degree holders, with 69.7%, and master's degree 
holders, with 14.9%. It also shows that 8.7% of the total respondents were higher secondary 
level, and 2.4% were PhD. Degree and MPhil Degree educated. The majority of respondents 
were students, followed by employees; 10.1% were self-employed, 5.8% were housekeepers, 
3.4% were retired, and 2.4% were jobless.

QR Code Using Status  

 The following analysis illustrates the areas where QR is most commonly used, and the 
consumers' perceptions of security and trust in QR services to comprehend usage trends.

Figure 1

Percentage of Area Using QR Code

 

 Figure 1 shows that most of the respondents 35% used QR codes in financial sectors, 
26% in education areas, 12% in the hotel industry, and 10% in health and other sectors such as 
travel and tour, shopping, marketing, tracking, and so on. Thus, the research on QR codes 
revealed that most of Nepalese people utilized QR codes for financial areas for financial transac-
tions.

model. The majority of the criteria have been recommended for Lag 1, as it captures model 
dynamics effectively and maintains accuracy. In other words, this lag length allows for a 
comprehensive model improving forecast with accuracy and robustness.
Table 4 
Selection of Optimum lag 
 Lag LogL  LR  FPE  AIC  SC  HQ
0 -69.6404 NA    0.0003   6.2200   6.4654   6.2851
1  37.7375 161.0670*   3.81e-07*  -0.6448*   0.8277*        -0.2541*

Note. This table demonstrates the test result as computed by the author based on the data of 
respective variables from 1994-2023. 
 F-Bound testing 
 The ARDL bounds test is a statistical method used to determine the long-run relation-
ship among variables included in the model. Evidently, the F-statistic value is 5.063 and it is 
above the upper bound at all levels of significance (1 %, 5 %, and 10 %). Since 5.063 > 4.37 
(the highest critical value for I(1) bond at 1 percent, we can reject the null hypothesis at the 1 
percent level and conclude that there exists a statistically significant long-run relationship 
between the outcome variable and the predictors included in the ARDL model(Table 5). 
Table 5
F-Bound Test Result
Null Hypothesis: There is no long-run relationship
Test Statistics  Values  K(Explanatory Variables
F-Statistics  5.063  4
Critical Value Bonds
Level of significance I(0) Bonds I(1) Bonds
10 percent  2.2  3.09
5 percent  2.56  3.49
1 percent  3.29  4.37
Note. This Table shows the F-bound test for co-integration results as computed by the author 
based on the data used for the variables spanning from 1994-2023.
Granger Causality Test Result

 The Granger causality test is a statistical hypothesis test used to determine whether 
one-time series data can predict other data belonging to certain variables included in the time 
series model. It was developed by Granger (1969) and evaluates the causal relationship 
between two variables in the sense of temporal precedence. Therefore, the result of Granger 
causality is summarized as follows:
Table 6
Granger Causality Test Result

Note. This Table shows the Granger causality test result as computed by the author based on 
the data used for the variables spanning from 1994-2023.
  In summary, broad Money Supply Granger-causes the NEPSE index, indicating that 
liquidity significantly impacts stock market performance. Likewise, real GDP Granger-causes 
the NEPSE index. But, there is weak evidence that the NEPSE index may also Granger-cause 
GDP. Interest Rate and Remittance Inflows show no Granger causality with the NEPSE index 
in either direction.
Estimated Long Run Coefficients
 Table 7 below shows the estimated long-run coefficients of the ARDL model and 
provides valuable insights into the relationships between the outcome variable NEPSE index 
and the independent and control variables included in the model. 
Table 7
Estimated Long Run Coefficients using the ARDL Approach
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variables Coefficient(Standard error) t-Statistic P. Value
lnM2  1.287***(0.364)  3.539  0.003
ln IR  -0.242*(0.135)   -1.797  0.093
lnRGDP 1.387***(0.419)  3.307  0.005
lnRMT  0.170(0.381)   0.446  0.662
C  5.783**(2.232)   2.591  0.021

Note. This table demonstrates estimated long-run coefficients using the ARDL approach as 
computed by the author based on the data used for the variables and the symbols *** ' ** and 
*indicate the significance of coefficients at 1 percent 5 percent and 10 percent level.
 Table 7 result reveals that the coefficient of broad money supply (M2) is 1.287 
(P<0.01). It implies a 1 percent increase in broad money supply is associated with a 1.287 
percent increase in the NEPSE index in the long run. It indicates that increased money supply 
may enhance liquidity in the economy, encouraging investment in the stock market and 
driving up NEPSE index. Similarly, the coefficient of interest rate(IR) is -0.242 (P<0.10) 
indicating a 1 percent increase in interest rates leads to a 0.242 percent decrease in the NEPSE 
index in the long run. This can be inferred as higher interest rates increase the cost of borrow-
ing and reduce corporate profits, making equities less attractive relative to other fixed-income 
securities. The coefficient of real GDP is 1.387 (P<0.01). This implies a 1 percent increase in 
real GDP causes an increase in NEPSE index by 1.387 percent in the long run. Its economic 
interpretation can be higher GDP growth reflects improved economic activity, boosting 
corporate earnings and investor confidence, which positively impacts stock prices. Moreover, 
the coefficient of remittance Inflows 0.170 (not significant, P=0.662). The coefficient is 
positive but statistically insignificant, indicating no clear long-run relationship between remit-
tance inflows in Nepal and the NEPSE index. It can be inferred that remittance is predominant 
used in consumption or real estate investment but not invested stocks. The estimated coeffi-
cient for constant is 5.783 (P <0.05). This reflects the inherent factors influencing the NEPSE 
index that are yet to include as the explanatory variables.
Estimated Short-Run Coefficients  
 The ECM term, also known as the error correction term ECT (-1), is a key component 
in the Error Correction Model (ECM) estimated output. Moreover, the highly significant error 
correction term (ECT) indicates that the long-run equilibrium is corrected very quickly, 
reflecting a strong and stable long-run relationship among the variables included.
Table 8
Error Correction Model
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variable Coefficient (Standard error) t-Statistic P-Value
ΔlnM2  0.842**(0.314)   2.683  0.018
ΔlnIR  -0.198(0.121)   -1.636  0.112
ΔlnRGDP 0.954***(0.312)  3.059  0.007
ΔlnRMT 0.051(0.158)   0.322  0.750
ECT(-1) -0.653***(0.147)  -4.443  0.001
Note. This table demonstrates estimated short-run coefficients using the ECM approach as 
computed by the author based on the data for the variable spanning 1994-2023 of Nepal and 
the symbols *** ' ** and *indicate the significance of coefficients at 1 percent 5 percent and 
10 percent level. 

 Table 8 shows the error correction term (ECT) coefficient value as -0.653 suggesting a 
rapid adjustment process in response to shocks, indicating that deviations from the long-run 
equilibrium are quickly corrected back. Essentially, the short-run dynamics reveal that the 
ECT is negative and highly significant (-0.653, P<0.01), indicating that approximately 65 
percent of deviations from the long-run equilibrium are corrected in the subsequent period. In 
other words, any short-term fluctuations in economic growth caused by any changes the 
money supply, interest rate, real GDP growth, and remittance inflow will not persist, as the 
model tends to correct the disequilibrium rapidly. Moreover, in short, only the variables broad 
money supply(M2), and real GDP(RGDP) are statistically significant. But, interest rate (IR), 
and remittance inflow (RMT) are not significant. Furthermore, the values of R-squared and 
Adjusted R-squared are 0.697 and 0.652, implying that the model explains about 69.7 percent 
of the variation in NEPSE index, with an adjusted value of 65.2 percent, indicating robustness 
of the model. Moreover, Durbin-Watson Statistic value is 2.42 which is close to 2, reflecting 
no serious autocorrelation issues in the residuals of the estimated model.
Diagnostic Test of the ARDL Model 
 Table 9 demonstrates diagnostic test result such as the RESET (Regression Specifica-
tion Error Test) is used to check for specification errors in a regression model, the Breus-
ch-Godfrey serial correlation LM Test is used to detect the serial correlation (autocorrelation) 
in the residuals of a regression, the Breusch-Pagan-Godfrey test is used to detect heteroskedas-
ticity in the residuals of a regression model and Jacque-Berra Test for normality test result.
Table 9
 RESET Test Result
RESET Test Result 
   Value   df   Probability
t-statistic  1.401521  35   0.1699
F-statistic  1.964261  (1, 35)   0.1699
Breusch-Godfrey serial correlation LM Test result
   Value   df   Probability
F-statistic  1.4406       Prob. F(2,13)  0.2722
Obs*R-squared 4.3541     Prob.   Chi-Square(2)  0.1134
Heteroskedasticity Test: Breusch-Pagan-Godfrey
   Value   df   Probability
F-statistic  1.2071       Prob. F(8,15)  0.3581
Obs*R-squared  9.3999       Prob. Chi-Square(8) 0.3097
Normality Test Result
Jarque-Bera statistic 0.6667   p-value   0.7165

Note. This table demonstrates diagnostic test result as computed by the author based on the 
data for the variable spanning 1994 -2024 of Nepal.
 In the Regression Specification Error Test (RESET) result, the t-statistic value is 
0.9641 with a p-value of 0.3513 which is greater than the common significance levels (0.01, 
0.05, 0.10). In this case, the p-value of 0.3513 is greater than 0.05. Hence, there is no evidence 
of the omitted variables and wrong functional form (Table 9). Regarding, the serial correlation 

LM test, the F-statistic value is 1.4406 with a p-value (Prob. F) of 0.2722. Here, the p-value of 
0.2722 is much greater than 0.05. This suggests that there is no significant evidence of serial 
correlation in the residuals. Similarly, regarding the heteroscedasticity test, the F-statistic value 
is 1.2071 with a p-value (Prob. F) of 0.3581. Here, the p-value of 0.0.3581 is much greater 
than 0.05. Hence, the Breusch-Pagan-Godfrey test results suggest that there is no significant 
evidence of heteroskedasticity in the residuals. This indicates that the variance of the residuals 
is constant across observations, meaning the model does not suffer from the heteroskedasticity 
issues based on this test (Table 9). Finally, the Jarque-Bera statistic is 0.6667 with a p-value of 
0.7165. Evidently, the p-value greater than 0.05 indicates that the residuals are normally 
distributed. Therefore, we can conclude that the residuals of the ARDL model are approxi-
mately normally distributed based on this test (Table 9). 

Stability Test Result

 The plot of cumulative sum of recursive estimate residuals line remains within the 5 
percent significance level critical bounds throughout the sample period from 1994 to 2023. 
This indicates that there are no significant deviations in the cumulative sum of the residuals 
that would suggest instability. Similarly, the cumulative sum of the squares line also remains 
within the 5 percent significance level critical bounds throughout the sample period. This 
indicates that there are no significant deviations in the cumulative sum of the squared residuals 
that would suggest instability in the variance of the residuals. Therefore, we can conclude that 
the variance of the residuals is stable over the period from 1994 to 2023 and there is no 
evidence of changes in volatility or variance instability in the ARDL model (Figure 1).

Figure 1

CUSUM Sum and SUSUM Sum of Square Recursive Residuals

   

Discussion
 The findings revealed unidirectional causality from broad money supply to NEPSE 
index, this result is aligned with the studies such as Brahmasrene and Jiranyakul (2007), 
Olulu-Briggs and Ogbulu (2015), but contrasting with the findings of Taamouti (2015) as it 
could not find any causality between them. Conversely, the studies such as Al-Kandari and 
Abul (2019), John & Ezeabasili (2020) found causality from the stock index to money supply. 
Likewise, the current study found by-directional causality between real GDP and NEPSE 
index and unidirectional causality from remittance flow to NEPSE index, but the absence of 

causality between interest rate and NEPSE index. The estimated long-run coefficients (Table 
7) provide critical insights into the factors influencing the NEPSE index. Moreover, broad 
money supply exhibits a long-run and positive and highly significant relationship with the 
NEPSE index, with a coefficient of 1.287 (P<0.01). This suggests that a 1 percent increase in 
the money supply leads to a 1.287 percent rise in the NEPSE index, this is likely due to 
enhanced liquidity in the economy, which fosters investment in the capital market. The result 
is aligned with the findings of John & Ezeabasili (2020). But, this result contrasts with Ahmad 
et al. (2015), which showed negative effect on the same. The interest rate (IR) is negatively 
related to the NEPSE index, with a coefficient of -0.242 (P<0.10). This indicates that a 1 
percent rise in interest rates reduces the NEPSE index by 0.242 percent. It may suggest that 
higher interest rates increase borrowing costs and reduce corporate profitability, making 
equities less attractive relative to fixed-income securities. Both of these results align with 
previous studies such as Ndlovu et al. (2018), Khan & Khan (2018), Shawtari et al. (2016), 
Shrestha & Subedi, (2014) and Sahu et al. (2011). But, this result contrasts with the study of 
Ahmad et al. (2015), which could not find a statistically significant effect of interest rates on a 
stock market index.
 Moreover, real GDP positively impacts the NEPSE index, with a significant coeffi-
cient of 1.387 (P<0.01). This implies that a 1 percent increase in GDP boosts the NEPSE index 
by 1.387 percent. It is so because economic growth enhances corporate earnings and investor 
confidence, leading to increased stock prices. The finding, as positive but statistically insignifi-
cant coefficient of remittance inflow, is 0.170 (P=0.662), and it indicates no clear long-run 
relationship with the NEPSE index. This suggests that remittances inflow amount in Nepal 
have been predominantly used for consumption or real estate investment rather than stock 
market investment, as the study found by Subedi (2016), the substantial proportion of remit-
tance amount is used for land purchases and real estate. The error correction model (Table 8) 
demonstrates the short-run dynamics. Similarly, the result reveals that  broad money supply 
and real GDP have positive and significant effects on the NEPSE index in the short-run. The 
error correction term is negative and highly significant with coefficient value as −0.653 
(P<0.01), indicating that 65.3 percent of deviations from the long-run equilibrium are correct-
ed within one period, reflecting a stable and rapid adjustment process. These results highlight 
the critical roles of liquidity, economic growth, and interest rates in shaping Nepal’s stock 
market dynamics while underscoring the limited influence of remittances in this context.

Conclusion and Policy Implications
 This study explored the influence of money supply and other macroeconomic variables 
on stock market performance in Nepal, with a focus on understanding their roles in shaping 
market dynamics. The findings indicate that the money supply has a significant positive 
impact on the NEPSE index, both in the long run and short run. But, the interest rate has a 
negative and significant impact in the long-run but it is insignificant in the short-run. This 
underscores the role of increased liquidity in driving stock market performance, as higher 
money supply facilitates investment in financial markets. The adjustment process to long-run 
equilibrium was stable and rapid, with deviations corrected by 65.3 percent in each period. 
Moreover, real GDP plays a crucial role in driving stock market performance, with a positive 

and significant relationship in both the short and long run. This finding reflects the close 
association between economic growth, corporate earnings, and investor confidence. Remit-
tance inflows, however, show no significant long-run relationship with the NEPSE index. 
Perhaps, it suggests that remittances are predominantly directed toward consumption or real 
estate rather than stock market investments. Overall, this study highlights the importance of 
macroeconomic stability, particularly in managing money supply and interest rates, to foster 
sustainable growth in Nepal’s stock market. It also provides critical insights for policymakers, 
investors, and stakeholders on the interplay between economic factors and stock market 
dynamics. 
 

economic, technological, political and cultural. The marketer studies the relationship between 
marketing stimuli and consumer response. These stimuli pass through the buyer’s box which 
produces the buyers’ responses. 

 Consumer buying behavior refers to the decision-making processes and actions of 
consumers when they purchase goods or services. Understanding this behavior is essential for 
businesses to align their products, marketing strategies, and customer engagement effectively. 
The buyer is considered a black box, because his mind cannot be imagined, as to his buying 
decision. The buying decision depends on his attitude, preferences, findings, etc. (Pillai et al., 
2012). Modern consumer behavior is shaped by several key trends, with digital influence 
playing a pivotal role. Wahdiniawati et al. (2024) found that perceived usefulness, particularly 
timesaving, significantly influences both interest and trust. Trust mediates the relationship 
between perceived usefulness and interest, highlighting the complexity of factors influencing 
online shopping behavior. The study suggests enhancing perceived usefulness and trust through 
improved service quality, customer engagement, and transparency in return policies. Addition-
ally, sustainability has become a major driver of consumer preferences. At the same time, 
Baviskar et al. (2024) examined consumer behavior toward sustainable product choices, focus-
ing on visual trends and environmental impact awareness. Despite a preference for sustainable 
products, non-reusable plastics remain popular. The findings highlighted the need for education 
and practical measures to promote sustainable choices. Casaca and Miguel (2024) revealed that 
personalization is transforming modern marketing strategies, enhancing customer satisfaction, 
engagement, retention, and trust, thereby reshaping business connections with customers.

Empirical Review

 Boby Joseph and Khannal (2011) studied Nepali teenagers’ buying behavior towards 
mobile phones, comparing urban, semirural, and rural areas. The study concluded that factors 
such as brand choice, information source, decision-making factors, financial sources, and 
product satisfaction levels influenced the buying behavior of smartphones.

 Mini (2019) revealed that changing consumer buying preferences and resulting changes 
in smartphone behavior are influencing middle-aged consumers’ preference for internet brows-
ing as the most popular feature in smartphones, with advertisements playing a significant role in 
this decision.

 Maliha et al. (2020) found that regulatory focus influences consumer behavior in 
purchasing smartphones, controlling perception, rationale, and lifestyle. Quality of a product is 
the most important factor, followed by price, brand and product uniqueness, camera function, 
and operating system. Sales promotions are less important for those interested in trying different 
brands of mobile devices.

 Fulzele and Chirde (2022) revealed that some people are influenced to buy smartphones 
from the advice of their relatives or friends or by seeing many offers/discounts and least people 
are influenced by advertisements.

 Rai et al. (2023) conducted a study on smartphone purchasing behavior, focusing on 
device qualities, social factors, pricing, and brand image. The results showed that product 

2024-25 (Custom Department, 2024).

 Communication is a crucial aspect of corporate life, with cell phones becoming a 
reliable and effective means of communication (Uddin et al., 2014). Smartphones are a rapidly 
growing form of communication, offering instant connections and information access (Chan, 
2015). Mobile culture is influenced by three key trends: communication services like voice, 
text, and pictures, wireless internet services like browsing, corporate access, and email, and 
various media services like movies, games, and music (Hansen, 2003). Smartphones provide 
numerous benefits to society, such as immediate calls, SMS, work scheduling, GPS, internet 
access, entertainment, application downloads, data storage, and even legal assistance (Ling et 
al., 2001). Most people worldwide have widely adopted smartphones, making them indispens-
able to their everyday lives. Joshi and Mathur (2023) revealed that product features, affordabili-
ty, brand reputation, convenience, and trust all influence the smartphone industry. Vishesh et al. 
(2018) indicated that speed and performance, brand and advertising, and finally recommenda-
tions and reviews had the greatest beneficial effects on determining the buying behavior of 
smartphones. 

 In context to Nepal, Humagai (2022) revealed that variables like, promotional cam-
paign, price, after-sales service, mobile attributes, brand name, family and friend influenced 
influence on the buying behavior of smart phones among the Nepalese consumers. Similarly, 
the paper also found no significant relationship between gender, occupation, income level, and 
marital status, but a significant relationship between education level and age for mobile 
purchase decisions. Similarly, Tiwari (2024) on consumer buying smartphones in Butwal City, 
the study found a positive correlation between formativeness, creditability, entertainment, and 
incentives in advertising, that increased purchase intention, while credible advertisements and 
entertaining ones led to increased intention. More research is needed on the factors influencing 
smartphone purchasing decisions in Nepal. Hence, this study tries to find out the factors affect-
ing consumer buying behavior for smart phones in Nepal.

Review of Literature

Theoretical Review

Buying Behavior

 Marketing identifies and satisfies the needs of target customers. Marketers must under-
stand how customers select, buy, use and dispose of products. They must know the behavior of 
their customers.

 Human behavior is a very complex process. No two customers always behave in the 
same way. Marketers must understand why customers behave as they do. Buyer behavior 
influences customer’s willingness to buy. Buyer behavior is concerned with the activities of 
customers. It involves decisions by buyers. They can be consumers or organizations (Agrawal, 2016).  

Consumer Buying Behavior

 A marketer is always interested in knowing how consumers respond to various market-
ing stimuli-products, price, place and promotion and another stimulus, i.e. buyer’s environment- 

 SMARTPHONE CONSUMPTION IN  Nepal has seen 
significant growth over the past decade, driven by increasing 
internet penetration, the availability of affordable smartphones, 
and the rise of digital services. With the expansion of 4G 
networks and more affordable data plans, internet usage has 
surged, making smartphones a necessity for staying connected. 
The data from the Department of Customs of Nepal shows that 
more than 990 thousand sets of smartphones are seen imported 
from different nations during the first five months of fiscal year 

pricing, social variables, and brand image significantly influence consumer behavior, while 
product attributes did not significantly impact consumer behavior. The study highlights the 
importance of understanding these factors in smartphone purchasing decisions.

 Boutaleb (2024) in his study on smartphone buying in Arar province, Saudi Arabia, 
found that personal, external, and gender characteristics account for 41.7 percent of the variance 
in purchasing decisions. These variables, along with gender, significantly influence smartphone 
purchasing behavior. Personal characteristics have a stronger influence on the decision to buy a 
smartphone.

Methodology

 The paper concerns the consumer buying behavior for smartphones. Hence, the paper 
has taken opinions from the potential consumers of smartphones.  To obtain the research objec-
tives, the paper follows a descriptive as well as a casual comparative research design. About 
15,000 people own a smartphone at Banepa Municipality as per the Central Bureau of Statistics 
(CBS) as of the year end of 2021. Among them 235 smartphone users and consumers were 
selected randomly from Banepa Municipality as a sample for the paper. A convenience sam-
pling technique is followed in the paper. The required data for the paper was collected through 
field visit. Potential respondents were reached to get their opinions.

 The paper has used the questionnaire used in the paper of Vishesh et al. (2018). The 
constructs used in the paper of Vishesh et al. (2018) have been followed to develop the ques-
tionnaire for the study.  A five-points Likert scale is used to measure the buying behavior of the 
Nepalese smartphones’ consumers in Nepal. A scale of ‘1’ to ‘5’ was used to measure the 
buying behavior of smartphone users where ‘1’ is indicated for ‘least important’ and ‘5’ for 
‘most important’ Correlation coefficient is a statistical measure that describes the strength and 
direction of a relationship between two variables.

 The paper has adopted Cronbach’s alpha to determine the reliability of the instrument 
used for the survey. Hence, the following outcome was seen after the reliability test:

Table 1

Reliability Result 

Constructs   Initial Items  Items Dropped  Alpha Value
Reviews and Recommendations 4   2  0.342
Marketing Attributes+   18   10  0.732
Features*    16   12  0.778
Buyer’s Behavior   6   4  0.546

Note. *Features include features 1: Speed and Performance, Features 2: Battery, Features 3: 
Camera, Features 4: Design and Color, and Features 5: Exchange Possibility. +A new construct, 
namely, marketing attributes is developed to enhance the reliability by adjoining price advan-
tage, physical dimension, brand and advertisement, and finally availability.

 Table 4 shows that an overall average of 3.57 points for marketing factors indicate a 
moderate level of agreement across all factors, with availability having the highest impact and 
price advantages the lowest. Price advantages moderately influence purchasing decisions, with 
slightly more importance given to flexible payment plans. Physical dimensions like screen size 
and thickness are relatively important, but opinions are diverse. The popularity of the brand and 
advertisement frequency significantly affect consumer behavior, with branding being slightly 
more influential. Availability factors, such as multi-brand outlets and proximity of service 
centers, are the most influential in purchasing decisions. In general, respondents value conve-
nience (availability) and brand reputation over price considerations. Preferences are diverse, 
particularly regarding physical dimensions, which may depend on individual user needs. Adver-
tisement effectiveness and brand popularity are critical for influencing consumer attitudes but 
rank slightly below availability.

Opinions on Features

 The opinions on features are summated opinions on speed, battery, camera performance, 
design and color, and finally exchange possibilities. The table below illustrates the opinions on 
features on smartphones:

Table 5

Opinions on Features

Items        Mean Std. Deviation Skewness
I would prefer a phone, which gets me better pictures clicked.  3.90 1.04  -0.30
I would prefer a phone that will not hang while performing multiple 
operations.       3.85 1.04  -0.37
Fast battery charging capability in a phone influences my buying 
decision towards that phone.     3.77 1.07  -0.24
Availability of an attractive exchange offer for my old phone while purchasing a 
new mobile phone influences my buying decision favorably towards that phone. 3.53 1.06  0.01
Overall Average       3.76  

Note. Field Survey, 2024.

 Table 5 indicates a strong agreement that consumers prioritize a phone with better 
picture quality. Consumers strongly value a phone’s ability to handle multiple operations 
without lagging. The fast charging capability is an important factor, though slightly less than 
picture quality or multitasking. A moderate preference for exchange offers, making it the least 
influential among these factors. The overall mean of 3.76 indicates that technical features 
(picture quality, multitasking, fast charging) significantly influence purchase decisions, while 
promotional aspects like exchange offers are somewhat less impactful. One of the opinions, 
skewness is 0.01, being close to zero, shows a symmetrical distribution of responses.

Opinions on Buyer’s Behavior

 The table below illustrates opinions on the buyer’s behavior of smartphones among 

Nepalese customers:

Table 6

Opinions on Buyer’s Behavior

Items       Mean Std. Deviation Skewness
I got better convenience value.    3.91 1.06  -0.42
I achieved emotional value.    3.52 1.08  0.08

Overall Average      3.71  

Note. Field Survey, 2024.

 Table 6 shows a strong agreement that consumers feel they derive convenience value 
from their purchasing decisions. Similarly, another opinion indicates a moderate level of agree-
ment that purchases provide emotional value, though it is less influential compared to conve-
nience. The overall mean of 3.71 suggests that convenience value plays a stronger role than 
emotional value in influencing consumer behavior. One of the skewness values, i.e. 0.08, 
reflects a nearly symmetrical distribution of responses. 

 The matrix below illustrates the correlation coefficients among the selected variables for 
the paper.

Table 7

Correlation Matrix

Note. ** Correlation is significant at the 0.01 level.

 Table 7 represents the correlation matrix for constructs related to buyer's behavior, 
review and recommendations, features, and marketing attributes. 

 ‘Review and recommendations’ are seen having a positive correlation with features 
(+0.515**) and marketing factors (+0.366**). A moderate positive relationship with buyer’s 
behavior (+0.432**), indicating that reviews and recommendations significantly influence 
buyer's decisions.

 Features: have a strong positive correlation with ‘review and recommendations’ 
(+0.515**) and buyer’s behavior (+0.491**). A moderate positive relationship with marketing 
attributes (+0.465**), suggesting that features of a product are influenced by marketing strategies.

 Marketing attributes have a significant correlation with features (+0.465**) and ‘review 
and recommendations’ (+0.366**). There is a weak and non-significant correlation with buyer's 
behavior (+0.123, p = 0.060), indicating that while marketing factors are important, their direct 
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 This section contains the majority of studies from both domestic and foreign contexts. Since 
QR code technology is new, not much research has been done on it. Early studies on QR codes 
focused on using the technology in various contexts. However, many studies avoid employing QR 
codes in Nepal's provincial context. Thus, the goal of this study was to look into how QR codes are 
used in different provinces in Nepal. 

Methodology

 The research was based on a descriptive research design. A structured questionnaire was 
used to gather data from QR code users, who were frequently considered a sample for the study. The 
questionnaire was based on the users' demographic profiles and also considered questions about 
using QR services. 

 A structured questionnaire utilized for survey research was used to gather data from the 208 
respondents using purposive sample procedures (Cooper & Schindler, 2014; Greener, 2008). The 
study's population is split into seven province clusters using the cluster sampling probability sample 
technique: Koshi, Madhesh, Bagmati, Gandaki, Lumbini, Karnali, and Sudurpaschim.
The structured questionnaires were prepared to obtain demographic information regarding gender, 
age, occupation, education, province, areas, and purpose of using the QR code. It also focused on 
gathering information about QR code usage per month. Data were driven into SPSS software for 
analysis. Frequency and cross-tabulation were used to analyze the data. Bar diagrams and pie charts 
presented demographic information and summarized the results with several references on national 
and international context in the discussion section.  



of money supply on stock prices and stock indices is a significant area of research, revealing 
complex relationships influenced by various macroeconomic factors (Erdugan, 2012). In other 
words, the stock price is the outcome of the overall macroeconomic performance of a national 
economy including money supply (Bhattacharjee & Das, 2021; Muchir, 2012).  In this context, 
the relationship between money supply and stock market performance is essentially a reflection 
of capital market and money market (Wang, 2016). The relationship between money supply and 
stock prices has long been a focal point of economic and financial research, as it encapsulates 
the intricate interplay between monetary policy and capital markets (Sirucek, 2013). Money 
supply, typically represented by broad money, serves as a key indicator of liquidity in an econo-
my, influencing interest rates, inflation, and investment behavior (Lacey, 2021; Bhattacharjee & 
Das, 2021; Devkota & Dhungana, 2019). Stock prices, on the other hand, reflect investor 
sentiment, corporate performance, and broader economic dynamics. 

 Theories suggest that changes in money supply can significantly impact stock market 
performance, both directly and indirectly, through various transmission channels (Gunardi & 
Disman, 2023). In this context, understanding this nexus is critical for policymakers, investors, 
and economists, as it provides insights into how monetary interventions affect asset markets and 
economic stability. This paper examines the dynamic relationship between money supply and 
stock market performance, with a focus on short-run and long-run interactions in varying 
economic contexts. Globally, there are extensive studies on the impact of money supply on 
stock indices, but limited research exists exploring these dynamics in emerging economies, 
especially in the context of Nepal. To have better understanding of the effect of money supply 
and stock market performance in the Nepalese context, it is essential to investigate empirically. 
Moreover, this study examines the mechanisms through which money supply affects stock 
prices and indices, supported by empirical evidence from various contexts. Therefore, the 
pertinent research questions are proposed as follows: How does money supply influence stock 
market performance in Nepal? What is the role of other macroeconomic variables, such as 
interest rates, constant GDP, and remittance inflow, in shaping stock market dynamics? Is there 
evidence of speculative stock bubbles resulting from changes in the money supply in Nepal? In 
this regard, the objectives of the paper are to examine the impact of money supply on stock 
market performance in Nepal, including the role of other macroeconomic variables such as 
interest rates, constant GDP, and remittance inflow, and provide suggestions to policymakers 
and stakeholders for policy implications. 
 

Review of Literature 
Theoretical Perspectives

 Stock market performance is crucial for economic prosperity, capital formation, and 
sustainable economic growth as it facilitates resource flow, investment opportunities, pooling 
funds, sharing risk, and wealth transfer between savers and users (Subedi, 2023). The relation-
ship between money supply and the stock market composite index is a well-researched area in 
economics and finance around the globe, where several theories provide frameworks to under-
stand this relationship.

  The Quantity theory of money as the equation MV=PQ, suggests that an increase in 
the money supply leads to inflation if the output (Q) remains constant. It means as the money 

supply increases, the liquidity improves, which in turn leads to encouraging more investments 
in the stock market and raises stock values. Conversely, if inflation increases as a result of 
excessive money in circulation, stock values may suffer as actual returns on investments 
decline (Fisher, 2006). Efficient Market Hypothesis (EMH) asserts that stock prices reflect all 
available information, including monetary policy signals (Fama, 1970). Therefore, the changes 
in money supply are incorporated into stock prices as investors adjust their expectations about 
future earnings and inflation. Therefore, money supply changes can have immediate effects on 
composite stock indices, depending on the degree of market efficiency.

 Lucas (1972) developed the Rational Expectations Hypothesis and postulated that 
investors incorporate changes in money supply into their expectations about future economic 
conditions thereby influencing stock prices. It asserts that anticipated increases in money 
supply may already be reflected in stock prices, where unexpected changes can create volatili-
ty. Therefore, stock markets respond to the unanticipated component of money supply chang-
es. Modigliani and Cohn (1979) argue that money supply increases can raise inflation expecta-
tions.  Essentially, if inflation rises, it reduces the present value of future cash flows from 
stocks, adversely affecting stock prices. Therefore, the effect of money supply on stocks prices 
depends on whether inflation expectations are stable or rising. Behavioral Finance theories 
argue that the sentiment of investors and psychological factors expand the effects of money 
supply changes on stock prices (Shiller, 1981). It is observed that during periods of increased 
money supply, euphoria prevails and may lead to the overvaluation of stocks. Therefore, the 
theory states that the increase in money supply cognitive biases and herd behavior influence 
stock indices.

Empirical Review

 The nexus between money supply and the market stock performance is a widely 
studied and discussed matter in macroeconomics and financial economics to have a better 
understanding of this relationship. The summary is presented subsequently. 
Table 1
Literature Review Matrix
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 In summary, these studies have provided valuable insights into the short-term and 
long-term interactions between money supply, along other macroeconomic variables on stock 
market indicexisting studies mentioned above predominantly focused on the developed econo-
my context, with limited attention to a unique economic structure of Nepal. Similarly, most 
studies report a positive correlation between the money supply and stock prices or stock 
indices, contrasting evidence on causality and the role of macroeconomic variables indicates 
the need for a localized investigation. In conclusion, this review identifies gaps in understand-
ing the money supply dynamics in emerging economies like Nepal, highlighting the need for 
further investigation into the impact of changes in money supply on stock market performance 
and stability, thereby setting the stage for further research in Nepal.

Methodology

Research Design

 This study has adopted a quantitative research design to analyze the relationship 
between money supply, interest rates, and stock market performance in the Nepalese contest. 
The research uses time-series analysis using econometric techniques to capture the dynamic 
interactions among the variables included in the model over time. Similarly, the study is 
explanatory in nature and employs statistical models to fulfill the objectives of the research. 

Variables, Data, and Their Sources

 This study used secondary annual data on some selected macroeconomic variables of 
Nepal viz., broad money supply(M2), interest rate, GDP at a constant price, remittance inflow 
in Nepal and Nepal Stock Exchange (NEPSE) index from 1994 to 2023. They are presented 
below:

Table 1 

Variables, Data and Their Sources
Variables Nature   Definition   Sources
NEPSE  Dependent Variable Stock Market Performance Nepal Rastra Bank
M2  Independent Variable Broad Money Supply  Nepal Rastra Bank
IR  Independent Variable Interest Rate   Nepal Rastra Bank
RGDP  Control Variable GDP at Constant Price  Nepal Rastra Bank
RMT  Control Variable Annual Remittance Inflow of Nepal  Nepal Rastra Bank

Analysis Tools and Techniques

 The data analysis process involves descriptive statistics, stationarity tests, granger 
causality tests, ARDL methods of co-integration. Similarly, diagnostic tests like RESET test, 
Breusch-Godfrey Serial Correlation LM Test, Normality test, Heteroscedasticity test, stability 
test are done and they are subsequently discussed hereunder. The computer software EVIEWs 
10 was used for data analysis. 
Specification of the Empirical Model

 To fulfill the objectives of the study, the researcher has developed an empirical model 
for testing the hypothesis in functional form as follows:
NEPSEt = f(M2t , IRt ,RGDPt , RMTt)                            ...(1)
 In equation (1) above, NEPSEt, M2t, IRt, RGDPt, RMTt denote the Nepal Stock 
Exchange, broad money supply, GDP at constant price and annual remittance inflow in Nepal 
for the time ‘t’ respectively. The model given in equation (1) can be transformed into a loga-
rithmic econometric model as follows.
lnNEPSEt =  α + lnβ1T(M2t) + lnβ2(IRt)  +lnβ3(RGDP)t  +lnβ4(RMT)t + et         …(2)
 In equation (2) above symbols α denotes intercept, and β i implies slopes parameters to 
be estimated, ln stands for natural logarithm, remaining acronyms are as defined above in 
equation (1). Likewise, α and β are parameters to be estimated. 
ARDL Model

 The general form of an ARDL (p, q) model is:

In the above equation (3), Y_t is the outcome variable, X_(t-j) denotes explanatory,  α_i and β
_j  are coefficients, p and q are the lag orders, and ε_t is the error term.
The ARDL model is estimated based on the number of lags suggested by the information 

criteria suggested in the lag length selection criteria. Generally, Akaike Information Criterion 
(AIC), Hannan-Quinn Criterion (HQC) or the Schwartz Bayesian Criteria (SBC) can be used 
in order to choose the optimal lag.  
 F- bound test is essential for examining long-run relationship of the variables included 
in the model. Hence, to test if the variables have a long-run relationship, the F-test was 
performed based on the following Pesaran, Shin and Smith (2001) generalized form of applied 
ARDL model. Therefore, model for F- bound test is given below:

 In equation (4), β0 , β1, β2 … β5  are coefficients to be estimated and subscript t-1 
implies lagged value, Δ represents the first difference of the variables. Similarly, γi, δj, λk, θl, 
μm  are the short-run dynamics (coefficients of the first differenced variables). Others are 
described as follows:
lnNEPSEt = The natural log of the Nepal Stock Exchange index.
lnM2t-1 = The natural log of money supply at time t-1.
lnIRt-1  = The natural log of interest rates at time t-1.
lnRGDPt-1  = The natural log of real GDP at time t-1.
lnRMTt-1  = The natural log of remittance inflow at time t-1.
εt   = Error term.
 The ARDL model for estimating long-run coefficient can be specified as follows:

ln(NEPSE)t=β0+ β1 ln(M2)t+ β2 ln(IR) + β3ln(RGDP)t + β4ln(RMT)t +  εt  …(5)

 Moreover, the ECM in the ARDL approach to co-integration, the lagged error correc-
tion term is generated out of the long-run coefficients to replace a linear combination of the 
lagged variables, and the model is re-estimated at the optimum lags selected by using model 
selection criterion (Bahamani & Ardalani, 2006). The ECM for estimating short-run coeffi-
cient and error correction term is presented as follows:

Δln(NEPSE)t=∝ + δ_j Δln(M2)t-j+ λ_k Δln(IR)t-k+ θ_lΔln(RGDP)t-l + μ_mΔln(RMT)t-m + 

γECTt−1+ εt            …(6)
 In equation (6), ∝ , δ_j, λ_k, θ_l, μ_m, and γ are coefficients to be estimated. Others 
are described hereunder.
ΔlnNEPSEt  = Lagged change in the natural log of the Nepal Stock Exchange index.
ΔlnM2 t-j  = Lagged change in the natural log of money supply at time t-j.
ΔlnIRt-k = Lagged change in the natural log of interest rates at time t-k.
ΔlnRGDPt-l  = Lagged change in the natural log of real GDP at time t-l.
ΔlnRMTt-m = Lagged change in the natural log of remittance inflow at time t-m.
ECTt−1  =Error correction term lagged by one period.
εt   = Error term.
 Finally, the ARDL model tries to find the best linear unbiased estimator (BLUE) and 
thereby diagnostic tests need to be conducted. In this, regard, the researcher has also gone 

through such tests. Therefore, diagnostic test, such as Ramsey Regression Equation Specifica-
tion Error Test (RESET) test, is a general specification test for the linear regression model, LM 
Test for Serial Correlation, Test for Heteroscedasticity, J-B test for the normality of the residu-
als and CUSUM and CUSUMSQ test for the stability are conducted and reported.

Results and Discussion

 The estimated results presented in Tables 2 to Table 9 present results of data analysis. 
The analysis results are given and discussed subsequently.

Descriptive Statistics

 Table 2 shows descriptive statistics for included variables for the analysis from 1994 to 
2023. The acronym lnNEPSE denotes NEPSE index in log form. Its mean and median are 
6.4959, and 6.5278 respectively, indicating slight symmetry. Likewise, the skewness is 0.094 
(near 0, suggesting symmetry), kurtosis is1.745 (below 3, implying a flat distribution), and 
Jarque-Bera (JB) Probability is 0.4326, indicating the data follows a normal distribution. 
Another, acronyms lnM2 denotes Money Supply in log form. Its mean and median are 
11.44612 and 11.43098, suggesting symmetry. The skewness is 0.0768 (near 0, indicating 
symmetry). The kurtosis is 1.62399 (less than 3, flat distribution) and JB Probability is 0.3684, 
supporting normality. Another acronym lnIR denotes interest Rate in log form. Its mean and 
median are 0.7067 and 1.0919 in which mean is less than median, indicating potential left 
skewness. Another parameter, skewness is -0.6987 (negative, suggesting left-skewed distribu-
tion). Likewise, kurtosis is 2.5390 (below 3, moderately flat). Finally, JB Probability: 0.3237, 
indicating approximate normality. The acronym lnRGDP denotes Real GDP in log form. Its 
mean and median are 11.5852, and 12.0028, here mean is less than median, suggesting slight 
left skewness. The skewness for this is −0.1851 (near 0, weakly left-skewed). The kurtosis is 
1.1759 (far below 3, flat distribution). JB Probability is 0.1646, borderline normality. Finally, 
the acronym lnRMT denotes remittance in log form. Its mean and median are 10.1604 and 
10.490, here mean is less than median, indicating potential left skewness. The skewness, 
kurtosis and JB Probability are -0.5734(moderate left skewness), 2.2507(below 3, flat distribu-
tion), and 0.3763 (moderate left skewness) respectively.

Table 2 

Descriptive Statistics
Parameters lnNEPSE lnM2  lnIR  lnRGDP lnRMT
 Mean  6.4959  11.4461 0.7067  11.5852 10.1604
 Median 6.5278  11.4310 1.0919  12.0028 10.4900
 Maximum 7.9667  13.3262 2.1066  12.4604 11.7122
 Minimum 5.3223  9.6343  -1.8326  10.6109 7.1438
 Std. Dev. 0.8044  1.2036  1.0415  0.7671  1.2866
 Skewness 0.0944  0.0770  -0.6987  -0.1851  -0.5734
 Kurtosis 1.7457  1.6240  2.5390  1.1759  2.2507
 Jarque-Bera 1.6758  1.9970  2.2557  3.6088  1.9549
 Probability 0.4326  0.3684  0.3237  0.1646  0.3763

Note. This table demonstrates the descriptive statistic result as for the variables computed by 
the author based on the data of respective variables from 1994-2023. 
The descriptive statistics shows that most variables exhibit approximate normality, with some 
left-skewed or flat distributions. 

Unit Root Test Result

 Augmented Dicky Fuller (ADF) test result and Phillip-Perron (PP) test result is sum-
marized subsequently. The ADF test evaluates the stationarity of variables by testing for unit 
roots at levels and at the first differences. The Table 3 results show that lnNEPSEt and ln IRt 
are stationary at levels I(0) and I(1) both. But, lnM2t, lnRGDPt, and lnRMTt are stationary 
only after the first difference I(1) and non-stationary at levels. These results clearly indicate 
that the variables are integrated at level, I(0) and after first difference I(1). Similarly, Phil-
lip-Perron test result also shows a variable interest rate which is stationary at level I(0) and 
after first difference I(1) both. Reaming other variables are stationary only after first difference 
I(1)(Table 3). These results are crucial for selecting the ARDL model as an appropriate econo-
metric approach for co-integration analysis and examining the relationships among these 
variables. 

Table 3
Summary of Unit Root Test Result

Note. This table demonstrates the Augmented Dickey Fuller test result as computed by the 
author based on the data of respective variables from 1994-2023. The symbol ** and *** 
implies statistical significance at 5 percent and 1 percent respectively.

Lag length Selection 

 In time series analysis, the optimal lag selection is very crucial and quite sensitive in 
the case of time series analysis. The VAR Lag Order Selection Criteria are given in Table 4. 
The study uses criteria like LR, FPE, AIC, SC, and HQ to identify the optimal lag length for a 

 Table 1 shows the construct ‘reviews and recommendations;’ and is seen as unaccept-
able, the alpha values are seen quite below the threshold of 0.7. 

Results and Discussion

 This section covers the analysis of the data collected from the respondents and a discus-

sion of the results.

Respondents’ Profile

 The table below illustrates the summary of the respondents’ profile:

Table 2

Respondents’ Profile

Note. Field Survey, 2024.

 An equal number of both genders are seen within respondents. The predominance of 
younger age groups and students suggests a study that may cater to or reflect the preferences of 
a younger demographics. The majority have formal education beyond secondary school, which 
may influence their perspectives and preferences. A mix of occupational backgrounds provides 
a broad understanding of societal perspectives, but the study is dominated by students and 
self-employed individuals.

Opinions on Reviews and Recommendations

 The table below illustrates the opinion on the reviews and recommendations while 
buying smartphones:

Table 3

Opinions on Reviews and Recommendations
              Std.
Items        Mean  Deviation Skewness
The recommendations of my friends/relatives for any phone makes 
me favorably disposed towards buying that phone.   3.91  0.98 -0.51
The review ratings given for any phone model affect my purchase decision. 3.72  1.04 -0.21
Overall Average       3.82  

Note. Field Survey, 2024.

 Table 3 shows that consumers generally agree the recommendations from their social 
circle significantly in their buying decisions. Review ratings also play an important role in 
purchase decisions, though slightly less than personal recommendations. The overall mean of 
3.82 suggests that both personal recommendations and review ratings are influential factors, 
with recommendations carrying slightly more weight. Both opinions are negatively skewed.

Opinions on Marketing Attributes

 The table below illustrates the opinion on the marketing attributes, i.e. price advantage, 
physical dimension, brand and advertisement, and availability while buying smartphones:

Table 4

Opinions on Marketing Attributes

  

Note. Field Survey, 2024.

impact on buyer behavior might be less pronounced.

 Buyer’s behavior has the strongest correlation with features (+0.491**) and ‘review 
and recommendations ‘(+0.432**). Similarly, there is a weak correlation with marketing 
attributes (+0.123, p = 0.060), showing that buyers prioritize product features and reviews over 
marketing efforts.

 Features and ‘reviews and recommendations’ are the most critical factors influencing 
buyer behavior. Marketing attributes have limited direct influence on buyer behavior but are 
moderately connected to features and reviews, indirectly affecting decision-making. Strategies 
focusing on improving product features and leveraging positive reviews and recommendations 
may yield better consumer responses than purely increasing marketing efforts.

Summary of Regression Analysis 

 As Table 1 shows low reliability for the ‘reviews and recommendations’ factors, the 
respective variable is dropped from further analysis. The summary of the regression results 
has been illustrated below:

Table 8

Summary of Regression Analysis 

Model     Beta  T-statistics p-value  VIF
(Constant)    2.426  5.916  0.000 
Marketing Attributes   -0.267  -2.090  0.038  1.275
Features    +0.596  8.637  0.000  1.275
R-Square   0.255   
F-Statistics   39.65   
    (0.000)   
DW Statistics   1.863   
Note. Predictors: Marketing attributes, features; Dependent variable: Buyer’s behavior.

 R-Square (0.255) indicates that 25.5% of the variance in smartphone buying behavior 
is explained by the independent variables. Similarly, adjusted R-Square (0.248) showing a 
slightly lower but still meaningful explanatory power. F-Statistics (39.65, p < 0.001) indicates 
that the overall model is statistically significant.

 The coefficient (-0.267) suggests that an increase in marketing attributes decreases the 
dependent variable by 0.267 units, holding other variables constant. The T-statistics (-2.090) 
indicates the significance of this variable, with a p-value of 0.038 (<0.05), confirming that the 
effect is statistically significant. Similarly, the coefficient (+0.596) indicates that an increase 
in features improves the dependent variable by 0.596 units. The T-statistics (8.637) and 
P-value (0.000) show strong statistical significance. 

 All VIF values are below 10, suggesting no multicollinearity issues among the inde-
pendent variables. Durbin-Watson Statistics (1.863), i.e. close to 2, indicating no significant 
autocorrelation in the residuals.

Discussion

 Boby Joseph S.J. and Khannal (2011) factors such as brand choice, information source, 
decision-making factors, financial sources, and product satisfaction levels influenced the buying 
behavior of smartphones, while this paper found that physical dimensions, reviews, and recom-
mendations followed by features of the smartphones determined the buying behavior among 
Nepalese customers. Nepalese smartphone customers are seen as more concerned about features 
but no concern towards the advertisement of smartphones, which shows one the contradictors to 
Maliha et al. (2020) and Fulzele and Chirde's (2022) findings, where the researchers stated 
quality of a product is the most important factor, followed by price, brand and product unique-
ness, camera function, and operating system. Rai et al. (2023) concluded that product attributes 
did not significantly impact consumer behavior in smartphone purchasing decisions, while the 
current study did not ignore the various features of smartphones.

Conclusion and Implications

 The analysis provides key insights into the factors influencing smartphone buying 
behavior among consumers, highlighting the relative importance of various factors and their 
interactions with buyer behavior. The study reveals that functional and technical attributes like 
picture quality, multitasking capability, and fast charging significantly predict consumer behav-
ior, while social circle recommendations and review ratings significantly influence buyer 
behavior, emphasizing the importance of trust and peer validation.

 While moderately correlated with buyer behavior, availability shows an insignificant 
negative impact on the regression model. This suggests that while consumers prefer conve-
nience and access, these factors are secondary to functional attributes and reviews.

 Factors like phone thickness and screen size have a weak positive correlation and an 
insignificant impact indicating that they are not primary drivers. The paper determined that 
market attributes do not significantly influence the purchasing decisions of smartphone users in 
Nepal. Instead, what truly matters to these consumers is the quality and features of the smart-
phones themselves. While there may be concerns about the reliability of the paper’s reviews and 
recommendations. It is important to recognize that these factors can still sway consumer behav-
ior in the smartphone market in Nepal.

 Smartphone manufacturers who intend to sell in the Nepalese market should prioritize 
enhancing technical features, as these significantly influence consumer decisions.  Leveraging 
social proof through reviews and recommendations is essential. Investments in influencer 
marketing or testimonials could amplify consumer trust and appeal. A balanced approach to 
pricing is necessary, focusing on value rather than competing solely on cost. Ensuring availabil-
ity in multi-brand outlets and accessible service centers remains important, albeit less critical 
than core product features.

 This study concludes that consumers are more influenced by functionality and social 
validation than by traditional branding or pricing strategies, which should guide manufacturers 
and retailers in aligning their offerings with buyer preferences.

Figure 2

Percentage of Security of Using QR Code
 

 Figure 2 indicates that 71.2% of respondents believed QR codes to be secure, 1.9% felt 
insecure, and 26.9% were unsure whether to utilize secure or insecure codes.

Figure 3 

Percentage of Trustworthiness of Using QR Code

 

 Figure 3 shows that 74% of participants fully trusted QR codes, while 2% did not. 24%, 
however, were not clear if they should be trusted or mistrusted when using QR codes. 
Cross-tabulation analysis was then performed according to monthly QR Code usage, and demo-

Conclusion

 The report offers a thorough grasp of how QR codes are being adopted and used in 
various regions for various purposes in the Nepalese context. The study concludes that the 
majority of Nepalese consumers use QR codes for financial transactions. The study's participants 
reported feeling secure when using QR codes. Although there have been improvements, the 
study also finds enduring security and trust issues that could prevent QR codes from being 
widely used if left unchecked. They are more comfortable using it in a variety of industries, 
including banking, education, travel and tourism, marketing, hotels and restaurants, and health.
The Pearson Chi-square and cross-tabulation also stated that there was a significant correlation 
between the monthly use of QR code mobile payments and gender, age, occupation, province, 
and education. This indicated some variation in the monthly proportion of mobile payments 
using QR codes by province, gender, age, occupation, and level of education. 
The study comes to the conclusion that although QR codes have the potential to completely 
transform payment systems in developing nations, it will take focused efforts to maintain securi-
ty, foster trust, and improve user education in several areas before they can be widely adopted 
and grow sustainably. So, the study is intriguing since it concentrates on a developing country 
and provides valuable perspectives for similar economies directing the transition to digital 
payment methods. 

Limitations and Future Implications

 The sample size for this study was small, and it only represents a portion of Nepal’s 
population. The results show the realities of growing markets with a young population and a 
relatively sensitive QR code, even though they might not apply to Nepali people. Thus, a larger 
sample size for this research could be more broadly applicable to the investigation of QR codes 
in Nepal.
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graphic status such as gender, age, occupation, province, and education. 

Cross-Tabulation Analysis

 Cross tabulation is a quantitative research technique used to examine the relationship 
between two or more variables. Furthermore, this study used chi-square tests to investigate 
differences in the distribution of categorical responses between groups (Black, 2010). The 
chi-square test was used to identify whether gender, age, province, education, and job status 
affected the monthly frequency of using QR code mobile payments. In the table below, several 
updated UTAUT viewpoint variables are descriptively analyzed. 

Table 1

Cross-tabulation between Gender and QR Code Usage Per Month

 The majority of people use quick response (QR) codes for mobile payments 10–20 times 
a month, as shown in Table 1. This also explains the 10–20 times per month that both men and  
women use QR code mobile payments. 

 In contrast, 18.40% of women use it 10–20 times per month, while 24% of men use it 
more than 40 times. Thus, men and women alike showed interest in utilizing the QR code 
service. P = 0.000, the Pearson Chi-square value of 30.559, was below the significance level of 
0.01 (1%). 
 Therefore, there was a significant correlation between monthly QR code mobile payment 
usage and gender. This indicated some variation in the monthly proportion of mobile payments 

using QR codes by gender.

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

Table 2

Cross-tabulation between Age and QR Code Usage Per Month

     Note. 

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

 The result was a desire to use the QR code service across all age groups. The chi-squared 
Pearson value of 36.505, P = 0.006, fell below the 0.05 (5%) significance level. The monthly 
utilization of QR code mobile payments was thus significantly correlated with age group. This 
indicated some variance in the proportion of each age group using QR codes for mobile 
payments each month.

 Table 3 shows that, with the exception of Karnali and Sudurpaschim, most people in all 
provinces use quick response (QR) codes to make mobile payments 10–20 times a month. 
This also explains why 50% of Karnali residents and 75% of Sudurpaschim use it more than 40 
times a month, compared to 45.70% of Koshi residents, 52.80% of Madhesh residents, 76.90% 
of Gandaki residents, and 64.30% of Lumbini Province residents. Accordingly, all provinces' 
respondents said they would like to employ the QR code service. 

Table 3

Cross-tabulation between Provinces and QR Code Usage Per Month

    Note.

 The chi-squared Pearson value of 57.624, P = 0.000, was below the 1% cutoff of 0.01. 
Therefore, there was a high correlation between the province and the monthly use of mobile QR 
code payments. The percentage of monthly mobile payments using QR codes therefore differed 
from province to province.  

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 

that the percentage of monthly QR code mobile payment usage varied by education level.

Table 4

Cross-tabulation between Education and QR Code Usage Per Month

        Note. 

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 
that the percentage of monthly QR code mobile payment usage varied by education level.

 Table 5 shows that except for self-employed and retired individuals, most people across 
all job levels use quick response (QR) codes to make 10 to 20 mobile payments each month. 
This also explains why 57.10% of independent contractors and 42.90% of retirees use it less 
frequently than ten times a month. Respondents from various educational backgrounds thus 
wished to utilize the QR code service. 

Table 5 

Cross-tabulation between Employment and QR Code Usage Per Month

    Note. 

 

 The Pearson Chi-square value was below the 5% cutoff at 26.548 (P = 0.033). Monthly 
utilization of mobile payments using QR codes was strongly correlated with educational status. 
Accordingly, the percentage of monthly mobile payments using QR codes varied by educational 
attainment. 

Discussion

 The importance of security and trust has been highlighted by the study on the adoption of 
QR code applications. The majority of respondents utilized QR codes in the banking sector, 
followed by the education sector, the hotel business, the health sector, and other industries like 
marketing, tracking, travel and tour, and shopping (Kim & Yoon, 2014; Ozkaya et al., 2015). 
According to this research work the proportion of monthly mobile payments made via QR codes 
varied somewhat by gender and age. Therefore, each province had a different percentage of 
monthly mobile payments made with QR codes. The use of QR codes for mobile payments each 
month was highly associated with educational attainment (Luitel, 2023; Mookerjee et al., 2022). 
The report also indicated that most respondents viewed QR codes to be secure and trusted 
(Gautam & Sah, 2023; Luitel, 2023).

 MONEY IS REGARDED as the center of macroeconomics 
and understanding the effect of the money supply is critical for macro-
economc theory (John & Ezeabasili, 2020; Palley, 2015). The impact 

Results and Discussion 

Respondents Status  

 The demographic statuses of the respondents were discussed in terms of sex, age group, 
provincial areas, professional status, and academic level. Most respondents were male, 58.2%, 
and the remaining were females. According to age group, most respondents were 20 to 24 at 
52.7%, 25 to 29 at 12.7%, and 30 to 34 with 11.8% of Bagmati at 49.1%, Madhesh with 19.1%, 
and 10.9% of Gandaki and remaining from other provinces. 

 Most respondents were bachelor's degree holders, with 69.7%, and master's degree 
holders, with 14.9%. It also shows that 8.7% of the total respondents were higher secondary 
level, and 2.4% were PhD. Degree and MPhil Degree educated. The majority of respondents 
were students, followed by employees; 10.1% were self-employed, 5.8% were housekeepers, 
3.4% were retired, and 2.4% were jobless.

QR Code Using Status  

 The following analysis illustrates the areas where QR is most commonly used, and the 
consumers' perceptions of security and trust in QR services to comprehend usage trends.

Figure 1

Percentage of Area Using QR Code

 

 Figure 1 shows that most of the respondents 35% used QR codes in financial sectors, 
26% in education areas, 12% in the hotel industry, and 10% in health and other sectors such as 
travel and tour, shopping, marketing, tracking, and so on. Thus, the research on QR codes 
revealed that most of Nepalese people utilized QR codes for financial areas for financial transac-
tions.

model. The majority of the criteria have been recommended for Lag 1, as it captures model 
dynamics effectively and maintains accuracy. In other words, this lag length allows for a 
comprehensive model improving forecast with accuracy and robustness.
Table 4 
Selection of Optimum lag 
 Lag LogL  LR  FPE  AIC  SC  HQ
0 -69.6404 NA    0.0003   6.2200   6.4654   6.2851
1  37.7375 161.0670*   3.81e-07*  -0.6448*   0.8277*        -0.2541*

Note. This table demonstrates the test result as computed by the author based on the data of 
respective variables from 1994-2023. 
 F-Bound testing 
 The ARDL bounds test is a statistical method used to determine the long-run relation-
ship among variables included in the model. Evidently, the F-statistic value is 5.063 and it is 
above the upper bound at all levels of significance (1 %, 5 %, and 10 %). Since 5.063 > 4.37 
(the highest critical value for I(1) bond at 1 percent, we can reject the null hypothesis at the 1 
percent level and conclude that there exists a statistically significant long-run relationship 
between the outcome variable and the predictors included in the ARDL model(Table 5). 
Table 5
F-Bound Test Result
Null Hypothesis: There is no long-run relationship
Test Statistics  Values  K(Explanatory Variables
F-Statistics  5.063  4
Critical Value Bonds
Level of significance I(0) Bonds I(1) Bonds
10 percent  2.2  3.09
5 percent  2.56  3.49
1 percent  3.29  4.37
Note. This Table shows the F-bound test for co-integration results as computed by the author 
based on the data used for the variables spanning from 1994-2023.
Granger Causality Test Result

 The Granger causality test is a statistical hypothesis test used to determine whether 
one-time series data can predict other data belonging to certain variables included in the time 
series model. It was developed by Granger (1969) and evaluates the causal relationship 
between two variables in the sense of temporal precedence. Therefore, the result of Granger 
causality is summarized as follows:
Table 6
Granger Causality Test Result

Note. This Table shows the Granger causality test result as computed by the author based on 
the data used for the variables spanning from 1994-2023.
  In summary, broad Money Supply Granger-causes the NEPSE index, indicating that 
liquidity significantly impacts stock market performance. Likewise, real GDP Granger-causes 
the NEPSE index. But, there is weak evidence that the NEPSE index may also Granger-cause 
GDP. Interest Rate and Remittance Inflows show no Granger causality with the NEPSE index 
in either direction.
Estimated Long Run Coefficients
 Table 7 below shows the estimated long-run coefficients of the ARDL model and 
provides valuable insights into the relationships between the outcome variable NEPSE index 
and the independent and control variables included in the model. 
Table 7
Estimated Long Run Coefficients using the ARDL Approach
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variables Coefficient(Standard error) t-Statistic P. Value
lnM2  1.287***(0.364)  3.539  0.003
ln IR  -0.242*(0.135)   -1.797  0.093
lnRGDP 1.387***(0.419)  3.307  0.005
lnRMT  0.170(0.381)   0.446  0.662
C  5.783**(2.232)   2.591  0.021

Note. This table demonstrates estimated long-run coefficients using the ARDL approach as 
computed by the author based on the data used for the variables and the symbols *** ' ** and 
*indicate the significance of coefficients at 1 percent 5 percent and 10 percent level.
 Table 7 result reveals that the coefficient of broad money supply (M2) is 1.287 
(P<0.01). It implies a 1 percent increase in broad money supply is associated with a 1.287 
percent increase in the NEPSE index in the long run. It indicates that increased money supply 
may enhance liquidity in the economy, encouraging investment in the stock market and 
driving up NEPSE index. Similarly, the coefficient of interest rate(IR) is -0.242 (P<0.10) 
indicating a 1 percent increase in interest rates leads to a 0.242 percent decrease in the NEPSE 
index in the long run. This can be inferred as higher interest rates increase the cost of borrow-
ing and reduce corporate profits, making equities less attractive relative to other fixed-income 
securities. The coefficient of real GDP is 1.387 (P<0.01). This implies a 1 percent increase in 
real GDP causes an increase in NEPSE index by 1.387 percent in the long run. Its economic 
interpretation can be higher GDP growth reflects improved economic activity, boosting 
corporate earnings and investor confidence, which positively impacts stock prices. Moreover, 
the coefficient of remittance Inflows 0.170 (not significant, P=0.662). The coefficient is 
positive but statistically insignificant, indicating no clear long-run relationship between remit-
tance inflows in Nepal and the NEPSE index. It can be inferred that remittance is predominant 
used in consumption or real estate investment but not invested stocks. The estimated coeffi-
cient for constant is 5.783 (P <0.05). This reflects the inherent factors influencing the NEPSE 
index that are yet to include as the explanatory variables.
Estimated Short-Run Coefficients  
 The ECM term, also known as the error correction term ECT (-1), is a key component 
in the Error Correction Model (ECM) estimated output. Moreover, the highly significant error 
correction term (ECT) indicates that the long-run equilibrium is corrected very quickly, 
reflecting a strong and stable long-run relationship among the variables included.
Table 8
Error Correction Model
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variable Coefficient (Standard error) t-Statistic P-Value
ΔlnM2  0.842**(0.314)   2.683  0.018
ΔlnIR  -0.198(0.121)   -1.636  0.112
ΔlnRGDP 0.954***(0.312)  3.059  0.007
ΔlnRMT 0.051(0.158)   0.322  0.750
ECT(-1) -0.653***(0.147)  -4.443  0.001
Note. This table demonstrates estimated short-run coefficients using the ECM approach as 
computed by the author based on the data for the variable spanning 1994-2023 of Nepal and 
the symbols *** ' ** and *indicate the significance of coefficients at 1 percent 5 percent and 
10 percent level. 

 Table 8 shows the error correction term (ECT) coefficient value as -0.653 suggesting a 
rapid adjustment process in response to shocks, indicating that deviations from the long-run 
equilibrium are quickly corrected back. Essentially, the short-run dynamics reveal that the 
ECT is negative and highly significant (-0.653, P<0.01), indicating that approximately 65 
percent of deviations from the long-run equilibrium are corrected in the subsequent period. In 
other words, any short-term fluctuations in economic growth caused by any changes the 
money supply, interest rate, real GDP growth, and remittance inflow will not persist, as the 
model tends to correct the disequilibrium rapidly. Moreover, in short, only the variables broad 
money supply(M2), and real GDP(RGDP) are statistically significant. But, interest rate (IR), 
and remittance inflow (RMT) are not significant. Furthermore, the values of R-squared and 
Adjusted R-squared are 0.697 and 0.652, implying that the model explains about 69.7 percent 
of the variation in NEPSE index, with an adjusted value of 65.2 percent, indicating robustness 
of the model. Moreover, Durbin-Watson Statistic value is 2.42 which is close to 2, reflecting 
no serious autocorrelation issues in the residuals of the estimated model.
Diagnostic Test of the ARDL Model 
 Table 9 demonstrates diagnostic test result such as the RESET (Regression Specifica-
tion Error Test) is used to check for specification errors in a regression model, the Breus-
ch-Godfrey serial correlation LM Test is used to detect the serial correlation (autocorrelation) 
in the residuals of a regression, the Breusch-Pagan-Godfrey test is used to detect heteroskedas-
ticity in the residuals of a regression model and Jacque-Berra Test for normality test result.
Table 9
 RESET Test Result
RESET Test Result 
   Value   df   Probability
t-statistic  1.401521  35   0.1699
F-statistic  1.964261  (1, 35)   0.1699
Breusch-Godfrey serial correlation LM Test result
   Value   df   Probability
F-statistic  1.4406       Prob. F(2,13)  0.2722
Obs*R-squared 4.3541     Prob.   Chi-Square(2)  0.1134
Heteroskedasticity Test: Breusch-Pagan-Godfrey
   Value   df   Probability
F-statistic  1.2071       Prob. F(8,15)  0.3581
Obs*R-squared  9.3999       Prob. Chi-Square(8) 0.3097
Normality Test Result
Jarque-Bera statistic 0.6667   p-value   0.7165

Note. This table demonstrates diagnostic test result as computed by the author based on the 
data for the variable spanning 1994 -2024 of Nepal.
 In the Regression Specification Error Test (RESET) result, the t-statistic value is 
0.9641 with a p-value of 0.3513 which is greater than the common significance levels (0.01, 
0.05, 0.10). In this case, the p-value of 0.3513 is greater than 0.05. Hence, there is no evidence 
of the omitted variables and wrong functional form (Table 9). Regarding, the serial correlation 

LM test, the F-statistic value is 1.4406 with a p-value (Prob. F) of 0.2722. Here, the p-value of 
0.2722 is much greater than 0.05. This suggests that there is no significant evidence of serial 
correlation in the residuals. Similarly, regarding the heteroscedasticity test, the F-statistic value 
is 1.2071 with a p-value (Prob. F) of 0.3581. Here, the p-value of 0.0.3581 is much greater 
than 0.05. Hence, the Breusch-Pagan-Godfrey test results suggest that there is no significant 
evidence of heteroskedasticity in the residuals. This indicates that the variance of the residuals 
is constant across observations, meaning the model does not suffer from the heteroskedasticity 
issues based on this test (Table 9). Finally, the Jarque-Bera statistic is 0.6667 with a p-value of 
0.7165. Evidently, the p-value greater than 0.05 indicates that the residuals are normally 
distributed. Therefore, we can conclude that the residuals of the ARDL model are approxi-
mately normally distributed based on this test (Table 9). 

Stability Test Result

 The plot of cumulative sum of recursive estimate residuals line remains within the 5 
percent significance level critical bounds throughout the sample period from 1994 to 2023. 
This indicates that there are no significant deviations in the cumulative sum of the residuals 
that would suggest instability. Similarly, the cumulative sum of the squares line also remains 
within the 5 percent significance level critical bounds throughout the sample period. This 
indicates that there are no significant deviations in the cumulative sum of the squared residuals 
that would suggest instability in the variance of the residuals. Therefore, we can conclude that 
the variance of the residuals is stable over the period from 1994 to 2023 and there is no 
evidence of changes in volatility or variance instability in the ARDL model (Figure 1).

Figure 1

CUSUM Sum and SUSUM Sum of Square Recursive Residuals

   

Discussion
 The findings revealed unidirectional causality from broad money supply to NEPSE 
index, this result is aligned with the studies such as Brahmasrene and Jiranyakul (2007), 
Olulu-Briggs and Ogbulu (2015), but contrasting with the findings of Taamouti (2015) as it 
could not find any causality between them. Conversely, the studies such as Al-Kandari and 
Abul (2019), John & Ezeabasili (2020) found causality from the stock index to money supply. 
Likewise, the current study found by-directional causality between real GDP and NEPSE 
index and unidirectional causality from remittance flow to NEPSE index, but the absence of 

causality between interest rate and NEPSE index. The estimated long-run coefficients (Table 
7) provide critical insights into the factors influencing the NEPSE index. Moreover, broad 
money supply exhibits a long-run and positive and highly significant relationship with the 
NEPSE index, with a coefficient of 1.287 (P<0.01). This suggests that a 1 percent increase in 
the money supply leads to a 1.287 percent rise in the NEPSE index, this is likely due to 
enhanced liquidity in the economy, which fosters investment in the capital market. The result 
is aligned with the findings of John & Ezeabasili (2020). But, this result contrasts with Ahmad 
et al. (2015), which showed negative effect on the same. The interest rate (IR) is negatively 
related to the NEPSE index, with a coefficient of -0.242 (P<0.10). This indicates that a 1 
percent rise in interest rates reduces the NEPSE index by 0.242 percent. It may suggest that 
higher interest rates increase borrowing costs and reduce corporate profitability, making 
equities less attractive relative to fixed-income securities. Both of these results align with 
previous studies such as Ndlovu et al. (2018), Khan & Khan (2018), Shawtari et al. (2016), 
Shrestha & Subedi, (2014) and Sahu et al. (2011). But, this result contrasts with the study of 
Ahmad et al. (2015), which could not find a statistically significant effect of interest rates on a 
stock market index.
 Moreover, real GDP positively impacts the NEPSE index, with a significant coeffi-
cient of 1.387 (P<0.01). This implies that a 1 percent increase in GDP boosts the NEPSE index 
by 1.387 percent. It is so because economic growth enhances corporate earnings and investor 
confidence, leading to increased stock prices. The finding, as positive but statistically insignifi-
cant coefficient of remittance inflow, is 0.170 (P=0.662), and it indicates no clear long-run 
relationship with the NEPSE index. This suggests that remittances inflow amount in Nepal 
have been predominantly used for consumption or real estate investment rather than stock 
market investment, as the study found by Subedi (2016), the substantial proportion of remit-
tance amount is used for land purchases and real estate. The error correction model (Table 8) 
demonstrates the short-run dynamics. Similarly, the result reveals that  broad money supply 
and real GDP have positive and significant effects on the NEPSE index in the short-run. The 
error correction term is negative and highly significant with coefficient value as −0.653 
(P<0.01), indicating that 65.3 percent of deviations from the long-run equilibrium are correct-
ed within one period, reflecting a stable and rapid adjustment process. These results highlight 
the critical roles of liquidity, economic growth, and interest rates in shaping Nepal’s stock 
market dynamics while underscoring the limited influence of remittances in this context.

Conclusion and Policy Implications
 This study explored the influence of money supply and other macroeconomic variables 
on stock market performance in Nepal, with a focus on understanding their roles in shaping 
market dynamics. The findings indicate that the money supply has a significant positive 
impact on the NEPSE index, both in the long run and short run. But, the interest rate has a 
negative and significant impact in the long-run but it is insignificant in the short-run. This 
underscores the role of increased liquidity in driving stock market performance, as higher 
money supply facilitates investment in financial markets. The adjustment process to long-run 
equilibrium was stable and rapid, with deviations corrected by 65.3 percent in each period. 
Moreover, real GDP plays a crucial role in driving stock market performance, with a positive 

and significant relationship in both the short and long run. This finding reflects the close 
association between economic growth, corporate earnings, and investor confidence. Remit-
tance inflows, however, show no significant long-run relationship with the NEPSE index. 
Perhaps, it suggests that remittances are predominantly directed toward consumption or real 
estate rather than stock market investments. Overall, this study highlights the importance of 
macroeconomic stability, particularly in managing money supply and interest rates, to foster 
sustainable growth in Nepal’s stock market. It also provides critical insights for policymakers, 
investors, and stakeholders on the interplay between economic factors and stock market 
dynamics. 
 

economic, technological, political and cultural. The marketer studies the relationship between 
marketing stimuli and consumer response. These stimuli pass through the buyer’s box which 
produces the buyers’ responses. 

 Consumer buying behavior refers to the decision-making processes and actions of 
consumers when they purchase goods or services. Understanding this behavior is essential for 
businesses to align their products, marketing strategies, and customer engagement effectively. 
The buyer is considered a black box, because his mind cannot be imagined, as to his buying 
decision. The buying decision depends on his attitude, preferences, findings, etc. (Pillai et al., 
2012). Modern consumer behavior is shaped by several key trends, with digital influence 
playing a pivotal role. Wahdiniawati et al. (2024) found that perceived usefulness, particularly 
timesaving, significantly influences both interest and trust. Trust mediates the relationship 
between perceived usefulness and interest, highlighting the complexity of factors influencing 
online shopping behavior. The study suggests enhancing perceived usefulness and trust through 
improved service quality, customer engagement, and transparency in return policies. Addition-
ally, sustainability has become a major driver of consumer preferences. At the same time, 
Baviskar et al. (2024) examined consumer behavior toward sustainable product choices, focus-
ing on visual trends and environmental impact awareness. Despite a preference for sustainable 
products, non-reusable plastics remain popular. The findings highlighted the need for education 
and practical measures to promote sustainable choices. Casaca and Miguel (2024) revealed that 
personalization is transforming modern marketing strategies, enhancing customer satisfaction, 
engagement, retention, and trust, thereby reshaping business connections with customers.

Empirical Review

 Boby Joseph and Khannal (2011) studied Nepali teenagers’ buying behavior towards 
mobile phones, comparing urban, semirural, and rural areas. The study concluded that factors 
such as brand choice, information source, decision-making factors, financial sources, and 
product satisfaction levels influenced the buying behavior of smartphones.

 Mini (2019) revealed that changing consumer buying preferences and resulting changes 
in smartphone behavior are influencing middle-aged consumers’ preference for internet brows-
ing as the most popular feature in smartphones, with advertisements playing a significant role in 
this decision.

 Maliha et al. (2020) found that regulatory focus influences consumer behavior in 
purchasing smartphones, controlling perception, rationale, and lifestyle. Quality of a product is 
the most important factor, followed by price, brand and product uniqueness, camera function, 
and operating system. Sales promotions are less important for those interested in trying different 
brands of mobile devices.

 Fulzele and Chirde (2022) revealed that some people are influenced to buy smartphones 
from the advice of their relatives or friends or by seeing many offers/discounts and least people 
are influenced by advertisements.

 Rai et al. (2023) conducted a study on smartphone purchasing behavior, focusing on 
device qualities, social factors, pricing, and brand image. The results showed that product 

2024-25 (Custom Department, 2024).

 Communication is a crucial aspect of corporate life, with cell phones becoming a 
reliable and effective means of communication (Uddin et al., 2014). Smartphones are a rapidly 
growing form of communication, offering instant connections and information access (Chan, 
2015). Mobile culture is influenced by three key trends: communication services like voice, 
text, and pictures, wireless internet services like browsing, corporate access, and email, and 
various media services like movies, games, and music (Hansen, 2003). Smartphones provide 
numerous benefits to society, such as immediate calls, SMS, work scheduling, GPS, internet 
access, entertainment, application downloads, data storage, and even legal assistance (Ling et 
al., 2001). Most people worldwide have widely adopted smartphones, making them indispens-
able to their everyday lives. Joshi and Mathur (2023) revealed that product features, affordabili-
ty, brand reputation, convenience, and trust all influence the smartphone industry. Vishesh et al. 
(2018) indicated that speed and performance, brand and advertising, and finally recommenda-
tions and reviews had the greatest beneficial effects on determining the buying behavior of 
smartphones. 

 In context to Nepal, Humagai (2022) revealed that variables like, promotional cam-
paign, price, after-sales service, mobile attributes, brand name, family and friend influenced 
influence on the buying behavior of smart phones among the Nepalese consumers. Similarly, 
the paper also found no significant relationship between gender, occupation, income level, and 
marital status, but a significant relationship between education level and age for mobile 
purchase decisions. Similarly, Tiwari (2024) on consumer buying smartphones in Butwal City, 
the study found a positive correlation between formativeness, creditability, entertainment, and 
incentives in advertising, that increased purchase intention, while credible advertisements and 
entertaining ones led to increased intention. More research is needed on the factors influencing 
smartphone purchasing decisions in Nepal. Hence, this study tries to find out the factors affect-
ing consumer buying behavior for smart phones in Nepal.

Review of Literature

Theoretical Review

Buying Behavior

 Marketing identifies and satisfies the needs of target customers. Marketers must under-
stand how customers select, buy, use and dispose of products. They must know the behavior of 
their customers.

 Human behavior is a very complex process. No two customers always behave in the 
same way. Marketers must understand why customers behave as they do. Buyer behavior 
influences customer’s willingness to buy. Buyer behavior is concerned with the activities of 
customers. It involves decisions by buyers. They can be consumers or organizations (Agrawal, 2016).  

Consumer Buying Behavior

 A marketer is always interested in knowing how consumers respond to various market-
ing stimuli-products, price, place and promotion and another stimulus, i.e. buyer’s environment- 

 SMARTPHONE CONSUMPTION IN  Nepal has seen 
significant growth over the past decade, driven by increasing 
internet penetration, the availability of affordable smartphones, 
and the rise of digital services. With the expansion of 4G 
networks and more affordable data plans, internet usage has 
surged, making smartphones a necessity for staying connected. 
The data from the Department of Customs of Nepal shows that 
more than 990 thousand sets of smartphones are seen imported 
from different nations during the first five months of fiscal year 

pricing, social variables, and brand image significantly influence consumer behavior, while 
product attributes did not significantly impact consumer behavior. The study highlights the 
importance of understanding these factors in smartphone purchasing decisions.

 Boutaleb (2024) in his study on smartphone buying in Arar province, Saudi Arabia, 
found that personal, external, and gender characteristics account for 41.7 percent of the variance 
in purchasing decisions. These variables, along with gender, significantly influence smartphone 
purchasing behavior. Personal characteristics have a stronger influence on the decision to buy a 
smartphone.

Methodology

 The paper concerns the consumer buying behavior for smartphones. Hence, the paper 
has taken opinions from the potential consumers of smartphones.  To obtain the research objec-
tives, the paper follows a descriptive as well as a casual comparative research design. About 
15,000 people own a smartphone at Banepa Municipality as per the Central Bureau of Statistics 
(CBS) as of the year end of 2021. Among them 235 smartphone users and consumers were 
selected randomly from Banepa Municipality as a sample for the paper. A convenience sam-
pling technique is followed in the paper. The required data for the paper was collected through 
field visit. Potential respondents were reached to get their opinions.

 The paper has used the questionnaire used in the paper of Vishesh et al. (2018). The 
constructs used in the paper of Vishesh et al. (2018) have been followed to develop the ques-
tionnaire for the study.  A five-points Likert scale is used to measure the buying behavior of the 
Nepalese smartphones’ consumers in Nepal. A scale of ‘1’ to ‘5’ was used to measure the 
buying behavior of smartphone users where ‘1’ is indicated for ‘least important’ and ‘5’ for 
‘most important’ Correlation coefficient is a statistical measure that describes the strength and 
direction of a relationship between two variables.

 The paper has adopted Cronbach’s alpha to determine the reliability of the instrument 
used for the survey. Hence, the following outcome was seen after the reliability test:

Table 1

Reliability Result 

Constructs   Initial Items  Items Dropped  Alpha Value
Reviews and Recommendations 4   2  0.342
Marketing Attributes+   18   10  0.732
Features*    16   12  0.778
Buyer’s Behavior   6   4  0.546

Note. *Features include features 1: Speed and Performance, Features 2: Battery, Features 3: 
Camera, Features 4: Design and Color, and Features 5: Exchange Possibility. +A new construct, 
namely, marketing attributes is developed to enhance the reliability by adjoining price advan-
tage, physical dimension, brand and advertisement, and finally availability.

 Table 4 shows that an overall average of 3.57 points for marketing factors indicate a 
moderate level of agreement across all factors, with availability having the highest impact and 
price advantages the lowest. Price advantages moderately influence purchasing decisions, with 
slightly more importance given to flexible payment plans. Physical dimensions like screen size 
and thickness are relatively important, but opinions are diverse. The popularity of the brand and 
advertisement frequency significantly affect consumer behavior, with branding being slightly 
more influential. Availability factors, such as multi-brand outlets and proximity of service 
centers, are the most influential in purchasing decisions. In general, respondents value conve-
nience (availability) and brand reputation over price considerations. Preferences are diverse, 
particularly regarding physical dimensions, which may depend on individual user needs. Adver-
tisement effectiveness and brand popularity are critical for influencing consumer attitudes but 
rank slightly below availability.

Opinions on Features

 The opinions on features are summated opinions on speed, battery, camera performance, 
design and color, and finally exchange possibilities. The table below illustrates the opinions on 
features on smartphones:

Table 5

Opinions on Features

Items        Mean Std. Deviation Skewness
I would prefer a phone, which gets me better pictures clicked.  3.90 1.04  -0.30
I would prefer a phone that will not hang while performing multiple 
operations.       3.85 1.04  -0.37
Fast battery charging capability in a phone influences my buying 
decision towards that phone.     3.77 1.07  -0.24
Availability of an attractive exchange offer for my old phone while purchasing a 
new mobile phone influences my buying decision favorably towards that phone. 3.53 1.06  0.01
Overall Average       3.76  

Note. Field Survey, 2024.

 Table 5 indicates a strong agreement that consumers prioritize a phone with better 
picture quality. Consumers strongly value a phone’s ability to handle multiple operations 
without lagging. The fast charging capability is an important factor, though slightly less than 
picture quality or multitasking. A moderate preference for exchange offers, making it the least 
influential among these factors. The overall mean of 3.76 indicates that technical features 
(picture quality, multitasking, fast charging) significantly influence purchase decisions, while 
promotional aspects like exchange offers are somewhat less impactful. One of the opinions, 
skewness is 0.01, being close to zero, shows a symmetrical distribution of responses.

Opinions on Buyer’s Behavior

 The table below illustrates opinions on the buyer’s behavior of smartphones among 

Nepalese customers:

Table 6

Opinions on Buyer’s Behavior

Items       Mean Std. Deviation Skewness
I got better convenience value.    3.91 1.06  -0.42
I achieved emotional value.    3.52 1.08  0.08

Overall Average      3.71  

Note. Field Survey, 2024.

 Table 6 shows a strong agreement that consumers feel they derive convenience value 
from their purchasing decisions. Similarly, another opinion indicates a moderate level of agree-
ment that purchases provide emotional value, though it is less influential compared to conve-
nience. The overall mean of 3.71 suggests that convenience value plays a stronger role than 
emotional value in influencing consumer behavior. One of the skewness values, i.e. 0.08, 
reflects a nearly symmetrical distribution of responses. 

 The matrix below illustrates the correlation coefficients among the selected variables for 
the paper.

Table 7

Correlation Matrix

Note. ** Correlation is significant at the 0.01 level.

 Table 7 represents the correlation matrix for constructs related to buyer's behavior, 
review and recommendations, features, and marketing attributes. 

 ‘Review and recommendations’ are seen having a positive correlation with features 
(+0.515**) and marketing factors (+0.366**). A moderate positive relationship with buyer’s 
behavior (+0.432**), indicating that reviews and recommendations significantly influence 
buyer's decisions.

 Features: have a strong positive correlation with ‘review and recommendations’ 
(+0.515**) and buyer’s behavior (+0.491**). A moderate positive relationship with marketing 
attributes (+0.465**), suggesting that features of a product are influenced by marketing strategies.

 Marketing attributes have a significant correlation with features (+0.465**) and ‘review 
and recommendations’ (+0.366**). There is a weak and non-significant correlation with buyer's 
behavior (+0.123, p = 0.060), indicating that while marketing factors are important, their direct 

 This section contains the majority of studies from both domestic and foreign contexts. Since 
QR code technology is new, not much research has been done on it. Early studies on QR codes 
focused on using the technology in various contexts. However, many studies avoid employing QR 
codes in Nepal's provincial context. Thus, the goal of this study was to look into how QR codes are 
used in different provinces in Nepal. 

Methodology

 The research was based on a descriptive research design. A structured questionnaire was 
used to gather data from QR code users, who were frequently considered a sample for the study. The 
questionnaire was based on the users' demographic profiles and also considered questions about 
using QR services. 

 A structured questionnaire utilized for survey research was used to gather data from the 208 
respondents using purposive sample procedures (Cooper & Schindler, 2014; Greener, 2008). The 
study's population is split into seven province clusters using the cluster sampling probability sample 
technique: Koshi, Madhesh, Bagmati, Gandaki, Lumbini, Karnali, and Sudurpaschim.
The structured questionnaires were prepared to obtain demographic information regarding gender, 
age, occupation, education, province, areas, and purpose of using the QR code. It also focused on 
gathering information about QR code usage per month. Data were driven into SPSS software for 
analysis. Frequency and cross-tabulation were used to analyze the data. Bar diagrams and pie charts 
presented demographic information and summarized the results with several references on national 
and international context in the discussion section.  



of money supply on stock prices and stock indices is a significant area of research, revealing 
complex relationships influenced by various macroeconomic factors (Erdugan, 2012). In other 
words, the stock price is the outcome of the overall macroeconomic performance of a national 
economy including money supply (Bhattacharjee & Das, 2021; Muchir, 2012).  In this context, 
the relationship between money supply and stock market performance is essentially a reflection 
of capital market and money market (Wang, 2016). The relationship between money supply and 
stock prices has long been a focal point of economic and financial research, as it encapsulates 
the intricate interplay between monetary policy and capital markets (Sirucek, 2013). Money 
supply, typically represented by broad money, serves as a key indicator of liquidity in an econo-
my, influencing interest rates, inflation, and investment behavior (Lacey, 2021; Bhattacharjee & 
Das, 2021; Devkota & Dhungana, 2019). Stock prices, on the other hand, reflect investor 
sentiment, corporate performance, and broader economic dynamics. 

 Theories suggest that changes in money supply can significantly impact stock market 
performance, both directly and indirectly, through various transmission channels (Gunardi & 
Disman, 2023). In this context, understanding this nexus is critical for policymakers, investors, 
and economists, as it provides insights into how monetary interventions affect asset markets and 
economic stability. This paper examines the dynamic relationship between money supply and 
stock market performance, with a focus on short-run and long-run interactions in varying 
economic contexts. Globally, there are extensive studies on the impact of money supply on 
stock indices, but limited research exists exploring these dynamics in emerging economies, 
especially in the context of Nepal. To have better understanding of the effect of money supply 
and stock market performance in the Nepalese context, it is essential to investigate empirically. 
Moreover, this study examines the mechanisms through which money supply affects stock 
prices and indices, supported by empirical evidence from various contexts. Therefore, the 
pertinent research questions are proposed as follows: How does money supply influence stock 
market performance in Nepal? What is the role of other macroeconomic variables, such as 
interest rates, constant GDP, and remittance inflow, in shaping stock market dynamics? Is there 
evidence of speculative stock bubbles resulting from changes in the money supply in Nepal? In 
this regard, the objectives of the paper are to examine the impact of money supply on stock 
market performance in Nepal, including the role of other macroeconomic variables such as 
interest rates, constant GDP, and remittance inflow, and provide suggestions to policymakers 
and stakeholders for policy implications. 
 

Review of Literature 
Theoretical Perspectives

 Stock market performance is crucial for economic prosperity, capital formation, and 
sustainable economic growth as it facilitates resource flow, investment opportunities, pooling 
funds, sharing risk, and wealth transfer between savers and users (Subedi, 2023). The relation-
ship between money supply and the stock market composite index is a well-researched area in 
economics and finance around the globe, where several theories provide frameworks to under-
stand this relationship.

  The Quantity theory of money as the equation MV=PQ, suggests that an increase in 
the money supply leads to inflation if the output (Q) remains constant. It means as the money 
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supply increases, the liquidity improves, which in turn leads to encouraging more investments 
in the stock market and raises stock values. Conversely, if inflation increases as a result of 
excessive money in circulation, stock values may suffer as actual returns on investments 
decline (Fisher, 2006). Efficient Market Hypothesis (EMH) asserts that stock prices reflect all 
available information, including monetary policy signals (Fama, 1970). Therefore, the changes 
in money supply are incorporated into stock prices as investors adjust their expectations about 
future earnings and inflation. Therefore, money supply changes can have immediate effects on 
composite stock indices, depending on the degree of market efficiency.

 Lucas (1972) developed the Rational Expectations Hypothesis and postulated that 
investors incorporate changes in money supply into their expectations about future economic 
conditions thereby influencing stock prices. It asserts that anticipated increases in money 
supply may already be reflected in stock prices, where unexpected changes can create volatili-
ty. Therefore, stock markets respond to the unanticipated component of money supply chang-
es. Modigliani and Cohn (1979) argue that money supply increases can raise inflation expecta-
tions.  Essentially, if inflation rises, it reduces the present value of future cash flows from 
stocks, adversely affecting stock prices. Therefore, the effect of money supply on stocks prices 
depends on whether inflation expectations are stable or rising. Behavioral Finance theories 
argue that the sentiment of investors and psychological factors expand the effects of money 
supply changes on stock prices (Shiller, 1981). It is observed that during periods of increased 
money supply, euphoria prevails and may lead to the overvaluation of stocks. Therefore, the 
theory states that the increase in money supply cognitive biases and herd behavior influence 
stock indices.

Empirical Review

 The nexus between money supply and the market stock performance is a widely 
studied and discussed matter in macroeconomics and financial economics to have a better 
understanding of this relationship. The summary is presented subsequently. 
Table 1
Literature Review Matrix

INTELLIGENCE Volume 4    Issue 1     March 2025     21

 

 In summary, these studies have provided valuable insights into the short-term and 
long-term interactions between money supply, along other macroeconomic variables on stock 
market indicexisting studies mentioned above predominantly focused on the developed econo-
my context, with limited attention to a unique economic structure of Nepal. Similarly, most 
studies report a positive correlation between the money supply and stock prices or stock 
indices, contrasting evidence on causality and the role of macroeconomic variables indicates 
the need for a localized investigation. In conclusion, this review identifies gaps in understand-
ing the money supply dynamics in emerging economies like Nepal, highlighting the need for 
further investigation into the impact of changes in money supply on stock market performance 
and stability, thereby setting the stage for further research in Nepal.

Methodology

Research Design

 This study has adopted a quantitative research design to analyze the relationship 
between money supply, interest rates, and stock market performance in the Nepalese contest. 
The research uses time-series analysis using econometric techniques to capture the dynamic 
interactions among the variables included in the model over time. Similarly, the study is 
explanatory in nature and employs statistical models to fulfill the objectives of the research. 

Variables, Data, and Their Sources

 This study used secondary annual data on some selected macroeconomic variables of 
Nepal viz., broad money supply(M2), interest rate, GDP at a constant price, remittance inflow 
in Nepal and Nepal Stock Exchange (NEPSE) index from 1994 to 2023. They are presented 
below:

Table 1 

Variables, Data and Their Sources
Variables Nature   Definition   Sources
NEPSE  Dependent Variable Stock Market Performance Nepal Rastra Bank
M2  Independent Variable Broad Money Supply  Nepal Rastra Bank
IR  Independent Variable Interest Rate   Nepal Rastra Bank
RGDP  Control Variable GDP at Constant Price  Nepal Rastra Bank
RMT  Control Variable Annual Remittance Inflow of Nepal  Nepal Rastra Bank

Analysis Tools and Techniques

 The data analysis process involves descriptive statistics, stationarity tests, granger 
causality tests, ARDL methods of co-integration. Similarly, diagnostic tests like RESET test, 
Breusch-Godfrey Serial Correlation LM Test, Normality test, Heteroscedasticity test, stability 
test are done and they are subsequently discussed hereunder. The computer software EVIEWs 
10 was used for data analysis. 
Specification of the Empirical Model

 To fulfill the objectives of the study, the researcher has developed an empirical model 
for testing the hypothesis in functional form as follows:
NEPSEt = f(M2t , IRt ,RGDPt , RMTt)                            ...(1)
 In equation (1) above, NEPSEt, M2t, IRt, RGDPt, RMTt denote the Nepal Stock 
Exchange, broad money supply, GDP at constant price and annual remittance inflow in Nepal 
for the time ‘t’ respectively. The model given in equation (1) can be transformed into a loga-
rithmic econometric model as follows.
lnNEPSEt =  α + lnβ1T(M2t) + lnβ2(IRt)  +lnβ3(RGDP)t  +lnβ4(RMT)t + et         …(2)
 In equation (2) above symbols α denotes intercept, and β i implies slopes parameters to 
be estimated, ln stands for natural logarithm, remaining acronyms are as defined above in 
equation (1). Likewise, α and β are parameters to be estimated. 
ARDL Model

 The general form of an ARDL (p, q) model is:

In the above equation (3), Y_t is the outcome variable, X_(t-j) denotes explanatory,  α_i and β
_j  are coefficients, p and q are the lag orders, and ε_t is the error term.
The ARDL model is estimated based on the number of lags suggested by the information 

criteria suggested in the lag length selection criteria. Generally, Akaike Information Criterion 
(AIC), Hannan-Quinn Criterion (HQC) or the Schwartz Bayesian Criteria (SBC) can be used 
in order to choose the optimal lag.  
 F- bound test is essential for examining long-run relationship of the variables included 
in the model. Hence, to test if the variables have a long-run relationship, the F-test was 
performed based on the following Pesaran, Shin and Smith (2001) generalized form of applied 
ARDL model. Therefore, model for F- bound test is given below:

 In equation (4), β0 , β1, β2 … β5  are coefficients to be estimated and subscript t-1 
implies lagged value, Δ represents the first difference of the variables. Similarly, γi, δj, λk, θl, 
μm  are the short-run dynamics (coefficients of the first differenced variables). Others are 
described as follows:
lnNEPSEt = The natural log of the Nepal Stock Exchange index.
lnM2t-1 = The natural log of money supply at time t-1.
lnIRt-1  = The natural log of interest rates at time t-1.
lnRGDPt-1  = The natural log of real GDP at time t-1.
lnRMTt-1  = The natural log of remittance inflow at time t-1.
εt   = Error term.
 The ARDL model for estimating long-run coefficient can be specified as follows:

ln(NEPSE)t=β0+ β1 ln(M2)t+ β2 ln(IR) + β3ln(RGDP)t + β4ln(RMT)t +  εt  …(5)

 Moreover, the ECM in the ARDL approach to co-integration, the lagged error correc-
tion term is generated out of the long-run coefficients to replace a linear combination of the 
lagged variables, and the model is re-estimated at the optimum lags selected by using model 
selection criterion (Bahamani & Ardalani, 2006). The ECM for estimating short-run coeffi-
cient and error correction term is presented as follows:

Δln(NEPSE)t=∝ + δ_j Δln(M2)t-j+ λ_k Δln(IR)t-k+ θ_lΔln(RGDP)t-l + μ_mΔln(RMT)t-m + 

γECTt−1+ εt            …(6)
 In equation (6), ∝ , δ_j, λ_k, θ_l, μ_m, and γ are coefficients to be estimated. Others 
are described hereunder.
ΔlnNEPSEt  = Lagged change in the natural log of the Nepal Stock Exchange index.
ΔlnM2 t-j  = Lagged change in the natural log of money supply at time t-j.
ΔlnIRt-k = Lagged change in the natural log of interest rates at time t-k.
ΔlnRGDPt-l  = Lagged change in the natural log of real GDP at time t-l.
ΔlnRMTt-m = Lagged change in the natural log of remittance inflow at time t-m.
ECTt−1  =Error correction term lagged by one period.
εt   = Error term.
 Finally, the ARDL model tries to find the best linear unbiased estimator (BLUE) and 
thereby diagnostic tests need to be conducted. In this, regard, the researcher has also gone 

through such tests. Therefore, diagnostic test, such as Ramsey Regression Equation Specifica-
tion Error Test (RESET) test, is a general specification test for the linear regression model, LM 
Test for Serial Correlation, Test for Heteroscedasticity, J-B test for the normality of the residu-
als and CUSUM and CUSUMSQ test for the stability are conducted and reported.

Results and Discussion

 The estimated results presented in Tables 2 to Table 9 present results of data analysis. 
The analysis results are given and discussed subsequently.

Descriptive Statistics

 Table 2 shows descriptive statistics for included variables for the analysis from 1994 to 
2023. The acronym lnNEPSE denotes NEPSE index in log form. Its mean and median are 
6.4959, and 6.5278 respectively, indicating slight symmetry. Likewise, the skewness is 0.094 
(near 0, suggesting symmetry), kurtosis is1.745 (below 3, implying a flat distribution), and 
Jarque-Bera (JB) Probability is 0.4326, indicating the data follows a normal distribution. 
Another, acronyms lnM2 denotes Money Supply in log form. Its mean and median are 
11.44612 and 11.43098, suggesting symmetry. The skewness is 0.0768 (near 0, indicating 
symmetry). The kurtosis is 1.62399 (less than 3, flat distribution) and JB Probability is 0.3684, 
supporting normality. Another acronym lnIR denotes interest Rate in log form. Its mean and 
median are 0.7067 and 1.0919 in which mean is less than median, indicating potential left 
skewness. Another parameter, skewness is -0.6987 (negative, suggesting left-skewed distribu-
tion). Likewise, kurtosis is 2.5390 (below 3, moderately flat). Finally, JB Probability: 0.3237, 
indicating approximate normality. The acronym lnRGDP denotes Real GDP in log form. Its 
mean and median are 11.5852, and 12.0028, here mean is less than median, suggesting slight 
left skewness. The skewness for this is −0.1851 (near 0, weakly left-skewed). The kurtosis is 
1.1759 (far below 3, flat distribution). JB Probability is 0.1646, borderline normality. Finally, 
the acronym lnRMT denotes remittance in log form. Its mean and median are 10.1604 and 
10.490, here mean is less than median, indicating potential left skewness. The skewness, 
kurtosis and JB Probability are -0.5734(moderate left skewness), 2.2507(below 3, flat distribu-
tion), and 0.3763 (moderate left skewness) respectively.

Table 2 

Descriptive Statistics
Parameters lnNEPSE lnM2  lnIR  lnRGDP lnRMT
 Mean  6.4959  11.4461 0.7067  11.5852 10.1604
 Median 6.5278  11.4310 1.0919  12.0028 10.4900
 Maximum 7.9667  13.3262 2.1066  12.4604 11.7122
 Minimum 5.3223  9.6343  -1.8326  10.6109 7.1438
 Std. Dev. 0.8044  1.2036  1.0415  0.7671  1.2866
 Skewness 0.0944  0.0770  -0.6987  -0.1851  -0.5734
 Kurtosis 1.7457  1.6240  2.5390  1.1759  2.2507
 Jarque-Bera 1.6758  1.9970  2.2557  3.6088  1.9549
 Probability 0.4326  0.3684  0.3237  0.1646  0.3763

Note. This table demonstrates the descriptive statistic result as for the variables computed by 
the author based on the data of respective variables from 1994-2023. 
The descriptive statistics shows that most variables exhibit approximate normality, with some 
left-skewed or flat distributions. 

Unit Root Test Result

 Augmented Dicky Fuller (ADF) test result and Phillip-Perron (PP) test result is sum-
marized subsequently. The ADF test evaluates the stationarity of variables by testing for unit 
roots at levels and at the first differences. The Table 3 results show that lnNEPSEt and ln IRt 
are stationary at levels I(0) and I(1) both. But, lnM2t, lnRGDPt, and lnRMTt are stationary 
only after the first difference I(1) and non-stationary at levels. These results clearly indicate 
that the variables are integrated at level, I(0) and after first difference I(1). Similarly, Phil-
lip-Perron test result also shows a variable interest rate which is stationary at level I(0) and 
after first difference I(1) both. Reaming other variables are stationary only after first difference 
I(1)(Table 3). These results are crucial for selecting the ARDL model as an appropriate econo-
metric approach for co-integration analysis and examining the relationships among these 
variables. 

Table 3
Summary of Unit Root Test Result

Note. This table demonstrates the Augmented Dickey Fuller test result as computed by the 
author based on the data of respective variables from 1994-2023. The symbol ** and *** 
implies statistical significance at 5 percent and 1 percent respectively.

Lag length Selection 

 In time series analysis, the optimal lag selection is very crucial and quite sensitive in 
the case of time series analysis. The VAR Lag Order Selection Criteria are given in Table 4. 
The study uses criteria like LR, FPE, AIC, SC, and HQ to identify the optimal lag length for a 

 Table 1 shows the construct ‘reviews and recommendations;’ and is seen as unaccept-
able, the alpha values are seen quite below the threshold of 0.7. 

Results and Discussion

 This section covers the analysis of the data collected from the respondents and a discus-

sion of the results.

Respondents’ Profile

 The table below illustrates the summary of the respondents’ profile:

Table 2

Respondents’ Profile

Note. Field Survey, 2024.

 An equal number of both genders are seen within respondents. The predominance of 
younger age groups and students suggests a study that may cater to or reflect the preferences of 
a younger demographics. The majority have formal education beyond secondary school, which 
may influence their perspectives and preferences. A mix of occupational backgrounds provides 
a broad understanding of societal perspectives, but the study is dominated by students and 
self-employed individuals.

Opinions on Reviews and Recommendations

 The table below illustrates the opinion on the reviews and recommendations while 
buying smartphones:

Table 3

Opinions on Reviews and Recommendations
              Std.
Items        Mean  Deviation Skewness
The recommendations of my friends/relatives for any phone makes 
me favorably disposed towards buying that phone.   3.91  0.98 -0.51
The review ratings given for any phone model affect my purchase decision. 3.72  1.04 -0.21
Overall Average       3.82  

Note. Field Survey, 2024.

 Table 3 shows that consumers generally agree the recommendations from their social 
circle significantly in their buying decisions. Review ratings also play an important role in 
purchase decisions, though slightly less than personal recommendations. The overall mean of 
3.82 suggests that both personal recommendations and review ratings are influential factors, 
with recommendations carrying slightly more weight. Both opinions are negatively skewed.

Opinions on Marketing Attributes

 The table below illustrates the opinion on the marketing attributes, i.e. price advantage, 
physical dimension, brand and advertisement, and availability while buying smartphones:

Table 4

Opinions on Marketing Attributes

  

Note. Field Survey, 2024.

impact on buyer behavior might be less pronounced.

 Buyer’s behavior has the strongest correlation with features (+0.491**) and ‘review 
and recommendations ‘(+0.432**). Similarly, there is a weak correlation with marketing 
attributes (+0.123, p = 0.060), showing that buyers prioritize product features and reviews over 
marketing efforts.

 Features and ‘reviews and recommendations’ are the most critical factors influencing 
buyer behavior. Marketing attributes have limited direct influence on buyer behavior but are 
moderately connected to features and reviews, indirectly affecting decision-making. Strategies 
focusing on improving product features and leveraging positive reviews and recommendations 
may yield better consumer responses than purely increasing marketing efforts.

Summary of Regression Analysis 

 As Table 1 shows low reliability for the ‘reviews and recommendations’ factors, the 
respective variable is dropped from further analysis. The summary of the regression results 
has been illustrated below:

Table 8

Summary of Regression Analysis 

Model     Beta  T-statistics p-value  VIF
(Constant)    2.426  5.916  0.000 
Marketing Attributes   -0.267  -2.090  0.038  1.275
Features    +0.596  8.637  0.000  1.275
R-Square   0.255   
F-Statistics   39.65   
    (0.000)   
DW Statistics   1.863   
Note. Predictors: Marketing attributes, features; Dependent variable: Buyer’s behavior.

 R-Square (0.255) indicates that 25.5% of the variance in smartphone buying behavior 
is explained by the independent variables. Similarly, adjusted R-Square (0.248) showing a 
slightly lower but still meaningful explanatory power. F-Statistics (39.65, p < 0.001) indicates 
that the overall model is statistically significant.

 The coefficient (-0.267) suggests that an increase in marketing attributes decreases the 
dependent variable by 0.267 units, holding other variables constant. The T-statistics (-2.090) 
indicates the significance of this variable, with a p-value of 0.038 (<0.05), confirming that the 
effect is statistically significant. Similarly, the coefficient (+0.596) indicates that an increase 
in features improves the dependent variable by 0.596 units. The T-statistics (8.637) and 
P-value (0.000) show strong statistical significance. 

 All VIF values are below 10, suggesting no multicollinearity issues among the inde-
pendent variables. Durbin-Watson Statistics (1.863), i.e. close to 2, indicating no significant 
autocorrelation in the residuals.

Discussion

 Boby Joseph S.J. and Khannal (2011) factors such as brand choice, information source, 
decision-making factors, financial sources, and product satisfaction levels influenced the buying 
behavior of smartphones, while this paper found that physical dimensions, reviews, and recom-
mendations followed by features of the smartphones determined the buying behavior among 
Nepalese customers. Nepalese smartphone customers are seen as more concerned about features 
but no concern towards the advertisement of smartphones, which shows one the contradictors to 
Maliha et al. (2020) and Fulzele and Chirde's (2022) findings, where the researchers stated 
quality of a product is the most important factor, followed by price, brand and product unique-
ness, camera function, and operating system. Rai et al. (2023) concluded that product attributes 
did not significantly impact consumer behavior in smartphone purchasing decisions, while the 
current study did not ignore the various features of smartphones.

Conclusion and Implications

 The analysis provides key insights into the factors influencing smartphone buying 
behavior among consumers, highlighting the relative importance of various factors and their 
interactions with buyer behavior. The study reveals that functional and technical attributes like 
picture quality, multitasking capability, and fast charging significantly predict consumer behav-
ior, while social circle recommendations and review ratings significantly influence buyer 
behavior, emphasizing the importance of trust and peer validation.

 While moderately correlated with buyer behavior, availability shows an insignificant 
negative impact on the regression model. This suggests that while consumers prefer conve-
nience and access, these factors are secondary to functional attributes and reviews.

 Factors like phone thickness and screen size have a weak positive correlation and an 
insignificant impact indicating that they are not primary drivers. The paper determined that 
market attributes do not significantly influence the purchasing decisions of smartphone users in 
Nepal. Instead, what truly matters to these consumers is the quality and features of the smart-
phones themselves. While there may be concerns about the reliability of the paper’s reviews and 
recommendations. It is important to recognize that these factors can still sway consumer behav-
ior in the smartphone market in Nepal.

 Smartphone manufacturers who intend to sell in the Nepalese market should prioritize 
enhancing technical features, as these significantly influence consumer decisions.  Leveraging 
social proof through reviews and recommendations is essential. Investments in influencer 
marketing or testimonials could amplify consumer trust and appeal. A balanced approach to 
pricing is necessary, focusing on value rather than competing solely on cost. Ensuring availabil-
ity in multi-brand outlets and accessible service centers remains important, albeit less critical 
than core product features.

 This study concludes that consumers are more influenced by functionality and social 
validation than by traditional branding or pricing strategies, which should guide manufacturers 
and retailers in aligning their offerings with buyer preferences.

Figure 2

Percentage of Security of Using QR Code
 

 Figure 2 indicates that 71.2% of respondents believed QR codes to be secure, 1.9% felt 
insecure, and 26.9% were unsure whether to utilize secure or insecure codes.

Figure 3 

Percentage of Trustworthiness of Using QR Code

 

 Figure 3 shows that 74% of participants fully trusted QR codes, while 2% did not. 24%, 
however, were not clear if they should be trusted or mistrusted when using QR codes. 
Cross-tabulation analysis was then performed according to monthly QR Code usage, and demo-

Conclusion

 The report offers a thorough grasp of how QR codes are being adopted and used in 
various regions for various purposes in the Nepalese context. The study concludes that the 
majority of Nepalese consumers use QR codes for financial transactions. The study's participants 
reported feeling secure when using QR codes. Although there have been improvements, the 
study also finds enduring security and trust issues that could prevent QR codes from being 
widely used if left unchecked. They are more comfortable using it in a variety of industries, 
including banking, education, travel and tourism, marketing, hotels and restaurants, and health.
The Pearson Chi-square and cross-tabulation also stated that there was a significant correlation 
between the monthly use of QR code mobile payments and gender, age, occupation, province, 
and education. This indicated some variation in the monthly proportion of mobile payments 
using QR codes by province, gender, age, occupation, and level of education. 
The study comes to the conclusion that although QR codes have the potential to completely 
transform payment systems in developing nations, it will take focused efforts to maintain securi-
ty, foster trust, and improve user education in several areas before they can be widely adopted 
and grow sustainably. So, the study is intriguing since it concentrates on a developing country 
and provides valuable perspectives for similar economies directing the transition to digital 
payment methods. 

Limitations and Future Implications

 The sample size for this study was small, and it only represents a portion of Nepal’s 
population. The results show the realities of growing markets with a young population and a 
relatively sensitive QR code, even though they might not apply to Nepali people. Thus, a larger 
sample size for this research could be more broadly applicable to the investigation of QR codes 
in Nepal.
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graphic status such as gender, age, occupation, province, and education. 

Cross-Tabulation Analysis

 Cross tabulation is a quantitative research technique used to examine the relationship 
between two or more variables. Furthermore, this study used chi-square tests to investigate 
differences in the distribution of categorical responses between groups (Black, 2010). The 
chi-square test was used to identify whether gender, age, province, education, and job status 
affected the monthly frequency of using QR code mobile payments. In the table below, several 
updated UTAUT viewpoint variables are descriptively analyzed. 

Table 1

Cross-tabulation between Gender and QR Code Usage Per Month

 The majority of people use quick response (QR) codes for mobile payments 10–20 times 
a month, as shown in Table 1. This also explains the 10–20 times per month that both men and  
women use QR code mobile payments. 

 In contrast, 18.40% of women use it 10–20 times per month, while 24% of men use it 
more than 40 times. Thus, men and women alike showed interest in utilizing the QR code 
service. P = 0.000, the Pearson Chi-square value of 30.559, was below the significance level of 
0.01 (1%). 
 Therefore, there was a significant correlation between monthly QR code mobile payment 
usage and gender. This indicated some variation in the monthly proportion of mobile payments 

using QR codes by gender.

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

Table 2

Cross-tabulation between Age and QR Code Usage Per Month

     Note. 

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

 The result was a desire to use the QR code service across all age groups. The chi-squared 
Pearson value of 36.505, P = 0.006, fell below the 0.05 (5%) significance level. The monthly 
utilization of QR code mobile payments was thus significantly correlated with age group. This 
indicated some variance in the proportion of each age group using QR codes for mobile 
payments each month.

 Table 3 shows that, with the exception of Karnali and Sudurpaschim, most people in all 
provinces use quick response (QR) codes to make mobile payments 10–20 times a month. 
This also explains why 50% of Karnali residents and 75% of Sudurpaschim use it more than 40 
times a month, compared to 45.70% of Koshi residents, 52.80% of Madhesh residents, 76.90% 
of Gandaki residents, and 64.30% of Lumbini Province residents. Accordingly, all provinces' 
respondents said they would like to employ the QR code service. 

Table 3

Cross-tabulation between Provinces and QR Code Usage Per Month

    Note.

 The chi-squared Pearson value of 57.624, P = 0.000, was below the 1% cutoff of 0.01. 
Therefore, there was a high correlation between the province and the monthly use of mobile QR 
code payments. The percentage of monthly mobile payments using QR codes therefore differed 
from province to province.  

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 

that the percentage of monthly QR code mobile payment usage varied by education level.

Table 4

Cross-tabulation between Education and QR Code Usage Per Month

        Note. 

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 
that the percentage of monthly QR code mobile payment usage varied by education level.

 Table 5 shows that except for self-employed and retired individuals, most people across 
all job levels use quick response (QR) codes to make 10 to 20 mobile payments each month. 
This also explains why 57.10% of independent contractors and 42.90% of retirees use it less 
frequently than ten times a month. Respondents from various educational backgrounds thus 
wished to utilize the QR code service. 

Table 5 

Cross-tabulation between Employment and QR Code Usage Per Month

    Note. 

 

 The Pearson Chi-square value was below the 5% cutoff at 26.548 (P = 0.033). Monthly 
utilization of mobile payments using QR codes was strongly correlated with educational status. 
Accordingly, the percentage of monthly mobile payments using QR codes varied by educational 
attainment. 

Discussion

 The importance of security and trust has been highlighted by the study on the adoption of 
QR code applications. The majority of respondents utilized QR codes in the banking sector, 
followed by the education sector, the hotel business, the health sector, and other industries like 
marketing, tracking, travel and tour, and shopping (Kim & Yoon, 2014; Ozkaya et al., 2015). 
According to this research work the proportion of monthly mobile payments made via QR codes 
varied somewhat by gender and age. Therefore, each province had a different percentage of 
monthly mobile payments made with QR codes. The use of QR codes for mobile payments each 
month was highly associated with educational attainment (Luitel, 2023; Mookerjee et al., 2022). 
The report also indicated that most respondents viewed QR codes to be secure and trusted 
(Gautam & Sah, 2023; Luitel, 2023).

 MONEY IS REGARDED as the center of macroeconomics 
and understanding the effect of the money supply is critical for macro-
economc theory (John & Ezeabasili, 2020; Palley, 2015). The impact 

Results and Discussion 

Respondents Status  

 The demographic statuses of the respondents were discussed in terms of sex, age group, 
provincial areas, professional status, and academic level. Most respondents were male, 58.2%, 
and the remaining were females. According to age group, most respondents were 20 to 24 at 
52.7%, 25 to 29 at 12.7%, and 30 to 34 with 11.8% of Bagmati at 49.1%, Madhesh with 19.1%, 
and 10.9% of Gandaki and remaining from other provinces. 

 Most respondents were bachelor's degree holders, with 69.7%, and master's degree 
holders, with 14.9%. It also shows that 8.7% of the total respondents were higher secondary 
level, and 2.4% were PhD. Degree and MPhil Degree educated. The majority of respondents 
were students, followed by employees; 10.1% were self-employed, 5.8% were housekeepers, 
3.4% were retired, and 2.4% were jobless.

QR Code Using Status  

 The following analysis illustrates the areas where QR is most commonly used, and the 
consumers' perceptions of security and trust in QR services to comprehend usage trends.

Figure 1

Percentage of Area Using QR Code

 

 Figure 1 shows that most of the respondents 35% used QR codes in financial sectors, 
26% in education areas, 12% in the hotel industry, and 10% in health and other sectors such as 
travel and tour, shopping, marketing, tracking, and so on. Thus, the research on QR codes 
revealed that most of Nepalese people utilized QR codes for financial areas for financial transac-
tions.

model. The majority of the criteria have been recommended for Lag 1, as it captures model 
dynamics effectively and maintains accuracy. In other words, this lag length allows for a 
comprehensive model improving forecast with accuracy and robustness.
Table 4 
Selection of Optimum lag 
 Lag LogL  LR  FPE  AIC  SC  HQ
0 -69.6404 NA    0.0003   6.2200   6.4654   6.2851
1  37.7375 161.0670*   3.81e-07*  -0.6448*   0.8277*        -0.2541*

Note. This table demonstrates the test result as computed by the author based on the data of 
respective variables from 1994-2023. 
 F-Bound testing 
 The ARDL bounds test is a statistical method used to determine the long-run relation-
ship among variables included in the model. Evidently, the F-statistic value is 5.063 and it is 
above the upper bound at all levels of significance (1 %, 5 %, and 10 %). Since 5.063 > 4.37 
(the highest critical value for I(1) bond at 1 percent, we can reject the null hypothesis at the 1 
percent level and conclude that there exists a statistically significant long-run relationship 
between the outcome variable and the predictors included in the ARDL model(Table 5). 
Table 5
F-Bound Test Result
Null Hypothesis: There is no long-run relationship
Test Statistics  Values  K(Explanatory Variables
F-Statistics  5.063  4
Critical Value Bonds
Level of significance I(0) Bonds I(1) Bonds
10 percent  2.2  3.09
5 percent  2.56  3.49
1 percent  3.29  4.37
Note. This Table shows the F-bound test for co-integration results as computed by the author 
based on the data used for the variables spanning from 1994-2023.
Granger Causality Test Result

 The Granger causality test is a statistical hypothesis test used to determine whether 
one-time series data can predict other data belonging to certain variables included in the time 
series model. It was developed by Granger (1969) and evaluates the causal relationship 
between two variables in the sense of temporal precedence. Therefore, the result of Granger 
causality is summarized as follows:
Table 6
Granger Causality Test Result

Note. This Table shows the Granger causality test result as computed by the author based on 
the data used for the variables spanning from 1994-2023.
  In summary, broad Money Supply Granger-causes the NEPSE index, indicating that 
liquidity significantly impacts stock market performance. Likewise, real GDP Granger-causes 
the NEPSE index. But, there is weak evidence that the NEPSE index may also Granger-cause 
GDP. Interest Rate and Remittance Inflows show no Granger causality with the NEPSE index 
in either direction.
Estimated Long Run Coefficients
 Table 7 below shows the estimated long-run coefficients of the ARDL model and 
provides valuable insights into the relationships between the outcome variable NEPSE index 
and the independent and control variables included in the model. 
Table 7
Estimated Long Run Coefficients using the ARDL Approach
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variables Coefficient(Standard error) t-Statistic P. Value
lnM2  1.287***(0.364)  3.539  0.003
ln IR  -0.242*(0.135)   -1.797  0.093
lnRGDP 1.387***(0.419)  3.307  0.005
lnRMT  0.170(0.381)   0.446  0.662
C  5.783**(2.232)   2.591  0.021

Note. This table demonstrates estimated long-run coefficients using the ARDL approach as 
computed by the author based on the data used for the variables and the symbols *** ' ** and 
*indicate the significance of coefficients at 1 percent 5 percent and 10 percent level.
 Table 7 result reveals that the coefficient of broad money supply (M2) is 1.287 
(P<0.01). It implies a 1 percent increase in broad money supply is associated with a 1.287 
percent increase in the NEPSE index in the long run. It indicates that increased money supply 
may enhance liquidity in the economy, encouraging investment in the stock market and 
driving up NEPSE index. Similarly, the coefficient of interest rate(IR) is -0.242 (P<0.10) 
indicating a 1 percent increase in interest rates leads to a 0.242 percent decrease in the NEPSE 
index in the long run. This can be inferred as higher interest rates increase the cost of borrow-
ing and reduce corporate profits, making equities less attractive relative to other fixed-income 
securities. The coefficient of real GDP is 1.387 (P<0.01). This implies a 1 percent increase in 
real GDP causes an increase in NEPSE index by 1.387 percent in the long run. Its economic 
interpretation can be higher GDP growth reflects improved economic activity, boosting 
corporate earnings and investor confidence, which positively impacts stock prices. Moreover, 
the coefficient of remittance Inflows 0.170 (not significant, P=0.662). The coefficient is 
positive but statistically insignificant, indicating no clear long-run relationship between remit-
tance inflows in Nepal and the NEPSE index. It can be inferred that remittance is predominant 
used in consumption or real estate investment but not invested stocks. The estimated coeffi-
cient for constant is 5.783 (P <0.05). This reflects the inherent factors influencing the NEPSE 
index that are yet to include as the explanatory variables.
Estimated Short-Run Coefficients  
 The ECM term, also known as the error correction term ECT (-1), is a key component 
in the Error Correction Model (ECM) estimated output. Moreover, the highly significant error 
correction term (ECT) indicates that the long-run equilibrium is corrected very quickly, 
reflecting a strong and stable long-run relationship among the variables included.
Table 8
Error Correction Model
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variable Coefficient (Standard error) t-Statistic P-Value
ΔlnM2  0.842**(0.314)   2.683  0.018
ΔlnIR  -0.198(0.121)   -1.636  0.112
ΔlnRGDP 0.954***(0.312)  3.059  0.007
ΔlnRMT 0.051(0.158)   0.322  0.750
ECT(-1) -0.653***(0.147)  -4.443  0.001
Note. This table demonstrates estimated short-run coefficients using the ECM approach as 
computed by the author based on the data for the variable spanning 1994-2023 of Nepal and 
the symbols *** ' ** and *indicate the significance of coefficients at 1 percent 5 percent and 
10 percent level. 

 Table 8 shows the error correction term (ECT) coefficient value as -0.653 suggesting a 
rapid adjustment process in response to shocks, indicating that deviations from the long-run 
equilibrium are quickly corrected back. Essentially, the short-run dynamics reveal that the 
ECT is negative and highly significant (-0.653, P<0.01), indicating that approximately 65 
percent of deviations from the long-run equilibrium are corrected in the subsequent period. In 
other words, any short-term fluctuations in economic growth caused by any changes the 
money supply, interest rate, real GDP growth, and remittance inflow will not persist, as the 
model tends to correct the disequilibrium rapidly. Moreover, in short, only the variables broad 
money supply(M2), and real GDP(RGDP) are statistically significant. But, interest rate (IR), 
and remittance inflow (RMT) are not significant. Furthermore, the values of R-squared and 
Adjusted R-squared are 0.697 and 0.652, implying that the model explains about 69.7 percent 
of the variation in NEPSE index, with an adjusted value of 65.2 percent, indicating robustness 
of the model. Moreover, Durbin-Watson Statistic value is 2.42 which is close to 2, reflecting 
no serious autocorrelation issues in the residuals of the estimated model.
Diagnostic Test of the ARDL Model 
 Table 9 demonstrates diagnostic test result such as the RESET (Regression Specifica-
tion Error Test) is used to check for specification errors in a regression model, the Breus-
ch-Godfrey serial correlation LM Test is used to detect the serial correlation (autocorrelation) 
in the residuals of a regression, the Breusch-Pagan-Godfrey test is used to detect heteroskedas-
ticity in the residuals of a regression model and Jacque-Berra Test for normality test result.
Table 9
 RESET Test Result
RESET Test Result 
   Value   df   Probability
t-statistic  1.401521  35   0.1699
F-statistic  1.964261  (1, 35)   0.1699
Breusch-Godfrey serial correlation LM Test result
   Value   df   Probability
F-statistic  1.4406       Prob. F(2,13)  0.2722
Obs*R-squared 4.3541     Prob.   Chi-Square(2)  0.1134
Heteroskedasticity Test: Breusch-Pagan-Godfrey
   Value   df   Probability
F-statistic  1.2071       Prob. F(8,15)  0.3581
Obs*R-squared  9.3999       Prob. Chi-Square(8) 0.3097
Normality Test Result
Jarque-Bera statistic 0.6667   p-value   0.7165

Note. This table demonstrates diagnostic test result as computed by the author based on the 
data for the variable spanning 1994 -2024 of Nepal.
 In the Regression Specification Error Test (RESET) result, the t-statistic value is 
0.9641 with a p-value of 0.3513 which is greater than the common significance levels (0.01, 
0.05, 0.10). In this case, the p-value of 0.3513 is greater than 0.05. Hence, there is no evidence 
of the omitted variables and wrong functional form (Table 9). Regarding, the serial correlation 

LM test, the F-statistic value is 1.4406 with a p-value (Prob. F) of 0.2722. Here, the p-value of 
0.2722 is much greater than 0.05. This suggests that there is no significant evidence of serial 
correlation in the residuals. Similarly, regarding the heteroscedasticity test, the F-statistic value 
is 1.2071 with a p-value (Prob. F) of 0.3581. Here, the p-value of 0.0.3581 is much greater 
than 0.05. Hence, the Breusch-Pagan-Godfrey test results suggest that there is no significant 
evidence of heteroskedasticity in the residuals. This indicates that the variance of the residuals 
is constant across observations, meaning the model does not suffer from the heteroskedasticity 
issues based on this test (Table 9). Finally, the Jarque-Bera statistic is 0.6667 with a p-value of 
0.7165. Evidently, the p-value greater than 0.05 indicates that the residuals are normally 
distributed. Therefore, we can conclude that the residuals of the ARDL model are approxi-
mately normally distributed based on this test (Table 9). 

Stability Test Result

 The plot of cumulative sum of recursive estimate residuals line remains within the 5 
percent significance level critical bounds throughout the sample period from 1994 to 2023. 
This indicates that there are no significant deviations in the cumulative sum of the residuals 
that would suggest instability. Similarly, the cumulative sum of the squares line also remains 
within the 5 percent significance level critical bounds throughout the sample period. This 
indicates that there are no significant deviations in the cumulative sum of the squared residuals 
that would suggest instability in the variance of the residuals. Therefore, we can conclude that 
the variance of the residuals is stable over the period from 1994 to 2023 and there is no 
evidence of changes in volatility or variance instability in the ARDL model (Figure 1).

Figure 1

CUSUM Sum and SUSUM Sum of Square Recursive Residuals

   

Discussion
 The findings revealed unidirectional causality from broad money supply to NEPSE 
index, this result is aligned with the studies such as Brahmasrene and Jiranyakul (2007), 
Olulu-Briggs and Ogbulu (2015), but contrasting with the findings of Taamouti (2015) as it 
could not find any causality between them. Conversely, the studies such as Al-Kandari and 
Abul (2019), John & Ezeabasili (2020) found causality from the stock index to money supply. 
Likewise, the current study found by-directional causality between real GDP and NEPSE 
index and unidirectional causality from remittance flow to NEPSE index, but the absence of 

causality between interest rate and NEPSE index. The estimated long-run coefficients (Table 
7) provide critical insights into the factors influencing the NEPSE index. Moreover, broad 
money supply exhibits a long-run and positive and highly significant relationship with the 
NEPSE index, with a coefficient of 1.287 (P<0.01). This suggests that a 1 percent increase in 
the money supply leads to a 1.287 percent rise in the NEPSE index, this is likely due to 
enhanced liquidity in the economy, which fosters investment in the capital market. The result 
is aligned with the findings of John & Ezeabasili (2020). But, this result contrasts with Ahmad 
et al. (2015), which showed negative effect on the same. The interest rate (IR) is negatively 
related to the NEPSE index, with a coefficient of -0.242 (P<0.10). This indicates that a 1 
percent rise in interest rates reduces the NEPSE index by 0.242 percent. It may suggest that 
higher interest rates increase borrowing costs and reduce corporate profitability, making 
equities less attractive relative to fixed-income securities. Both of these results align with 
previous studies such as Ndlovu et al. (2018), Khan & Khan (2018), Shawtari et al. (2016), 
Shrestha & Subedi, (2014) and Sahu et al. (2011). But, this result contrasts with the study of 
Ahmad et al. (2015), which could not find a statistically significant effect of interest rates on a 
stock market index.
 Moreover, real GDP positively impacts the NEPSE index, with a significant coeffi-
cient of 1.387 (P<0.01). This implies that a 1 percent increase in GDP boosts the NEPSE index 
by 1.387 percent. It is so because economic growth enhances corporate earnings and investor 
confidence, leading to increased stock prices. The finding, as positive but statistically insignifi-
cant coefficient of remittance inflow, is 0.170 (P=0.662), and it indicates no clear long-run 
relationship with the NEPSE index. This suggests that remittances inflow amount in Nepal 
have been predominantly used for consumption or real estate investment rather than stock 
market investment, as the study found by Subedi (2016), the substantial proportion of remit-
tance amount is used for land purchases and real estate. The error correction model (Table 8) 
demonstrates the short-run dynamics. Similarly, the result reveals that  broad money supply 
and real GDP have positive and significant effects on the NEPSE index in the short-run. The 
error correction term is negative and highly significant with coefficient value as −0.653 
(P<0.01), indicating that 65.3 percent of deviations from the long-run equilibrium are correct-
ed within one period, reflecting a stable and rapid adjustment process. These results highlight 
the critical roles of liquidity, economic growth, and interest rates in shaping Nepal’s stock 
market dynamics while underscoring the limited influence of remittances in this context.

Conclusion and Policy Implications
 This study explored the influence of money supply and other macroeconomic variables 
on stock market performance in Nepal, with a focus on understanding their roles in shaping 
market dynamics. The findings indicate that the money supply has a significant positive 
impact on the NEPSE index, both in the long run and short run. But, the interest rate has a 
negative and significant impact in the long-run but it is insignificant in the short-run. This 
underscores the role of increased liquidity in driving stock market performance, as higher 
money supply facilitates investment in financial markets. The adjustment process to long-run 
equilibrium was stable and rapid, with deviations corrected by 65.3 percent in each period. 
Moreover, real GDP plays a crucial role in driving stock market performance, with a positive 

and significant relationship in both the short and long run. This finding reflects the close 
association between economic growth, corporate earnings, and investor confidence. Remit-
tance inflows, however, show no significant long-run relationship with the NEPSE index. 
Perhaps, it suggests that remittances are predominantly directed toward consumption or real 
estate rather than stock market investments. Overall, this study highlights the importance of 
macroeconomic stability, particularly in managing money supply and interest rates, to foster 
sustainable growth in Nepal’s stock market. It also provides critical insights for policymakers, 
investors, and stakeholders on the interplay between economic factors and stock market 
dynamics. 
 

economic, technological, political and cultural. The marketer studies the relationship between 
marketing stimuli and consumer response. These stimuli pass through the buyer’s box which 
produces the buyers’ responses. 

 Consumer buying behavior refers to the decision-making processes and actions of 
consumers when they purchase goods or services. Understanding this behavior is essential for 
businesses to align their products, marketing strategies, and customer engagement effectively. 
The buyer is considered a black box, because his mind cannot be imagined, as to his buying 
decision. The buying decision depends on his attitude, preferences, findings, etc. (Pillai et al., 
2012). Modern consumer behavior is shaped by several key trends, with digital influence 
playing a pivotal role. Wahdiniawati et al. (2024) found that perceived usefulness, particularly 
timesaving, significantly influences both interest and trust. Trust mediates the relationship 
between perceived usefulness and interest, highlighting the complexity of factors influencing 
online shopping behavior. The study suggests enhancing perceived usefulness and trust through 
improved service quality, customer engagement, and transparency in return policies. Addition-
ally, sustainability has become a major driver of consumer preferences. At the same time, 
Baviskar et al. (2024) examined consumer behavior toward sustainable product choices, focus-
ing on visual trends and environmental impact awareness. Despite a preference for sustainable 
products, non-reusable plastics remain popular. The findings highlighted the need for education 
and practical measures to promote sustainable choices. Casaca and Miguel (2024) revealed that 
personalization is transforming modern marketing strategies, enhancing customer satisfaction, 
engagement, retention, and trust, thereby reshaping business connections with customers.

Empirical Review

 Boby Joseph and Khannal (2011) studied Nepali teenagers’ buying behavior towards 
mobile phones, comparing urban, semirural, and rural areas. The study concluded that factors 
such as brand choice, information source, decision-making factors, financial sources, and 
product satisfaction levels influenced the buying behavior of smartphones.

 Mini (2019) revealed that changing consumer buying preferences and resulting changes 
in smartphone behavior are influencing middle-aged consumers’ preference for internet brows-
ing as the most popular feature in smartphones, with advertisements playing a significant role in 
this decision.

 Maliha et al. (2020) found that regulatory focus influences consumer behavior in 
purchasing smartphones, controlling perception, rationale, and lifestyle. Quality of a product is 
the most important factor, followed by price, brand and product uniqueness, camera function, 
and operating system. Sales promotions are less important for those interested in trying different 
brands of mobile devices.

 Fulzele and Chirde (2022) revealed that some people are influenced to buy smartphones 
from the advice of their relatives or friends or by seeing many offers/discounts and least people 
are influenced by advertisements.

 Rai et al. (2023) conducted a study on smartphone purchasing behavior, focusing on 
device qualities, social factors, pricing, and brand image. The results showed that product 

2024-25 (Custom Department, 2024).

 Communication is a crucial aspect of corporate life, with cell phones becoming a 
reliable and effective means of communication (Uddin et al., 2014). Smartphones are a rapidly 
growing form of communication, offering instant connections and information access (Chan, 
2015). Mobile culture is influenced by three key trends: communication services like voice, 
text, and pictures, wireless internet services like browsing, corporate access, and email, and 
various media services like movies, games, and music (Hansen, 2003). Smartphones provide 
numerous benefits to society, such as immediate calls, SMS, work scheduling, GPS, internet 
access, entertainment, application downloads, data storage, and even legal assistance (Ling et 
al., 2001). Most people worldwide have widely adopted smartphones, making them indispens-
able to their everyday lives. Joshi and Mathur (2023) revealed that product features, affordabili-
ty, brand reputation, convenience, and trust all influence the smartphone industry. Vishesh et al. 
(2018) indicated that speed and performance, brand and advertising, and finally recommenda-
tions and reviews had the greatest beneficial effects on determining the buying behavior of 
smartphones. 

 In context to Nepal, Humagai (2022) revealed that variables like, promotional cam-
paign, price, after-sales service, mobile attributes, brand name, family and friend influenced 
influence on the buying behavior of smart phones among the Nepalese consumers. Similarly, 
the paper also found no significant relationship between gender, occupation, income level, and 
marital status, but a significant relationship between education level and age for mobile 
purchase decisions. Similarly, Tiwari (2024) on consumer buying smartphones in Butwal City, 
the study found a positive correlation between formativeness, creditability, entertainment, and 
incentives in advertising, that increased purchase intention, while credible advertisements and 
entertaining ones led to increased intention. More research is needed on the factors influencing 
smartphone purchasing decisions in Nepal. Hence, this study tries to find out the factors affect-
ing consumer buying behavior for smart phones in Nepal.

Review of Literature

Theoretical Review

Buying Behavior

 Marketing identifies and satisfies the needs of target customers. Marketers must under-
stand how customers select, buy, use and dispose of products. They must know the behavior of 
their customers.

 Human behavior is a very complex process. No two customers always behave in the 
same way. Marketers must understand why customers behave as they do. Buyer behavior 
influences customer’s willingness to buy. Buyer behavior is concerned with the activities of 
customers. It involves decisions by buyers. They can be consumers or organizations (Agrawal, 2016).  

Consumer Buying Behavior

 A marketer is always interested in knowing how consumers respond to various market-
ing stimuli-products, price, place and promotion and another stimulus, i.e. buyer’s environment- 

 SMARTPHONE CONSUMPTION IN  Nepal has seen 
significant growth over the past decade, driven by increasing 
internet penetration, the availability of affordable smartphones, 
and the rise of digital services. With the expansion of 4G 
networks and more affordable data plans, internet usage has 
surged, making smartphones a necessity for staying connected. 
The data from the Department of Customs of Nepal shows that 
more than 990 thousand sets of smartphones are seen imported 
from different nations during the first five months of fiscal year 

pricing, social variables, and brand image significantly influence consumer behavior, while 
product attributes did not significantly impact consumer behavior. The study highlights the 
importance of understanding these factors in smartphone purchasing decisions.

 Boutaleb (2024) in his study on smartphone buying in Arar province, Saudi Arabia, 
found that personal, external, and gender characteristics account for 41.7 percent of the variance 
in purchasing decisions. These variables, along with gender, significantly influence smartphone 
purchasing behavior. Personal characteristics have a stronger influence on the decision to buy a 
smartphone.

Methodology

 The paper concerns the consumer buying behavior for smartphones. Hence, the paper 
has taken opinions from the potential consumers of smartphones.  To obtain the research objec-
tives, the paper follows a descriptive as well as a casual comparative research design. About 
15,000 people own a smartphone at Banepa Municipality as per the Central Bureau of Statistics 
(CBS) as of the year end of 2021. Among them 235 smartphone users and consumers were 
selected randomly from Banepa Municipality as a sample for the paper. A convenience sam-
pling technique is followed in the paper. The required data for the paper was collected through 
field visit. Potential respondents were reached to get their opinions.

 The paper has used the questionnaire used in the paper of Vishesh et al. (2018). The 
constructs used in the paper of Vishesh et al. (2018) have been followed to develop the ques-
tionnaire for the study.  A five-points Likert scale is used to measure the buying behavior of the 
Nepalese smartphones’ consumers in Nepal. A scale of ‘1’ to ‘5’ was used to measure the 
buying behavior of smartphone users where ‘1’ is indicated for ‘least important’ and ‘5’ for 
‘most important’ Correlation coefficient is a statistical measure that describes the strength and 
direction of a relationship between two variables.

 The paper has adopted Cronbach’s alpha to determine the reliability of the instrument 
used for the survey. Hence, the following outcome was seen after the reliability test:

Table 1

Reliability Result 

Constructs   Initial Items  Items Dropped  Alpha Value
Reviews and Recommendations 4   2  0.342
Marketing Attributes+   18   10  0.732
Features*    16   12  0.778
Buyer’s Behavior   6   4  0.546

Note. *Features include features 1: Speed and Performance, Features 2: Battery, Features 3: 
Camera, Features 4: Design and Color, and Features 5: Exchange Possibility. +A new construct, 
namely, marketing attributes is developed to enhance the reliability by adjoining price advan-
tage, physical dimension, brand and advertisement, and finally availability.

 Table 4 shows that an overall average of 3.57 points for marketing factors indicate a 
moderate level of agreement across all factors, with availability having the highest impact and 
price advantages the lowest. Price advantages moderately influence purchasing decisions, with 
slightly more importance given to flexible payment plans. Physical dimensions like screen size 
and thickness are relatively important, but opinions are diverse. The popularity of the brand and 
advertisement frequency significantly affect consumer behavior, with branding being slightly 
more influential. Availability factors, such as multi-brand outlets and proximity of service 
centers, are the most influential in purchasing decisions. In general, respondents value conve-
nience (availability) and brand reputation over price considerations. Preferences are diverse, 
particularly regarding physical dimensions, which may depend on individual user needs. Adver-
tisement effectiveness and brand popularity are critical for influencing consumer attitudes but 
rank slightly below availability.

Opinions on Features

 The opinions on features are summated opinions on speed, battery, camera performance, 
design and color, and finally exchange possibilities. The table below illustrates the opinions on 
features on smartphones:

Table 5

Opinions on Features

Items        Mean Std. Deviation Skewness
I would prefer a phone, which gets me better pictures clicked.  3.90 1.04  -0.30
I would prefer a phone that will not hang while performing multiple 
operations.       3.85 1.04  -0.37
Fast battery charging capability in a phone influences my buying 
decision towards that phone.     3.77 1.07  -0.24
Availability of an attractive exchange offer for my old phone while purchasing a 
new mobile phone influences my buying decision favorably towards that phone. 3.53 1.06  0.01
Overall Average       3.76  

Note. Field Survey, 2024.

 Table 5 indicates a strong agreement that consumers prioritize a phone with better 
picture quality. Consumers strongly value a phone’s ability to handle multiple operations 
without lagging. The fast charging capability is an important factor, though slightly less than 
picture quality or multitasking. A moderate preference for exchange offers, making it the least 
influential among these factors. The overall mean of 3.76 indicates that technical features 
(picture quality, multitasking, fast charging) significantly influence purchase decisions, while 
promotional aspects like exchange offers are somewhat less impactful. One of the opinions, 
skewness is 0.01, being close to zero, shows a symmetrical distribution of responses.

Opinions on Buyer’s Behavior

 The table below illustrates opinions on the buyer’s behavior of smartphones among 

Nepalese customers:

Table 6

Opinions on Buyer’s Behavior

Items       Mean Std. Deviation Skewness
I got better convenience value.    3.91 1.06  -0.42
I achieved emotional value.    3.52 1.08  0.08

Overall Average      3.71  

Note. Field Survey, 2024.

 Table 6 shows a strong agreement that consumers feel they derive convenience value 
from their purchasing decisions. Similarly, another opinion indicates a moderate level of agree-
ment that purchases provide emotional value, though it is less influential compared to conve-
nience. The overall mean of 3.71 suggests that convenience value plays a stronger role than 
emotional value in influencing consumer behavior. One of the skewness values, i.e. 0.08, 
reflects a nearly symmetrical distribution of responses. 

 The matrix below illustrates the correlation coefficients among the selected variables for 
the paper.

Table 7

Correlation Matrix

Note. ** Correlation is significant at the 0.01 level.

 Table 7 represents the correlation matrix for constructs related to buyer's behavior, 
review and recommendations, features, and marketing attributes. 

 ‘Review and recommendations’ are seen having a positive correlation with features 
(+0.515**) and marketing factors (+0.366**). A moderate positive relationship with buyer’s 
behavior (+0.432**), indicating that reviews and recommendations significantly influence 
buyer's decisions.

 Features: have a strong positive correlation with ‘review and recommendations’ 
(+0.515**) and buyer’s behavior (+0.491**). A moderate positive relationship with marketing 
attributes (+0.465**), suggesting that features of a product are influenced by marketing strategies.

 Marketing attributes have a significant correlation with features (+0.465**) and ‘review 
and recommendations’ (+0.366**). There is a weak and non-significant correlation with buyer's 
behavior (+0.123, p = 0.060), indicating that while marketing factors are important, their direct 

 This section contains the majority of studies from both domestic and foreign contexts. Since 
QR code technology is new, not much research has been done on it. Early studies on QR codes 
focused on using the technology in various contexts. However, many studies avoid employing QR 
codes in Nepal's provincial context. Thus, the goal of this study was to look into how QR codes are 
used in different provinces in Nepal. 

Methodology

 The research was based on a descriptive research design. A structured questionnaire was 
used to gather data from QR code users, who were frequently considered a sample for the study. The 
questionnaire was based on the users' demographic profiles and also considered questions about 
using QR services. 

 A structured questionnaire utilized for survey research was used to gather data from the 208 
respondents using purposive sample procedures (Cooper & Schindler, 2014; Greener, 2008). The 
study's population is split into seven province clusters using the cluster sampling probability sample 
technique: Koshi, Madhesh, Bagmati, Gandaki, Lumbini, Karnali, and Sudurpaschim.
The structured questionnaires were prepared to obtain demographic information regarding gender, 
age, occupation, education, province, areas, and purpose of using the QR code. It also focused on 
gathering information about QR code usage per month. Data were driven into SPSS software for 
analysis. Frequency and cross-tabulation were used to analyze the data. Bar diagrams and pie charts 
presented demographic information and summarized the results with several references on national 
and international context in the discussion section.  



of money supply on stock prices and stock indices is a significant area of research, revealing 
complex relationships influenced by various macroeconomic factors (Erdugan, 2012). In other 
words, the stock price is the outcome of the overall macroeconomic performance of a national 
economy including money supply (Bhattacharjee & Das, 2021; Muchir, 2012).  In this context, 
the relationship between money supply and stock market performance is essentially a reflection 
of capital market and money market (Wang, 2016). The relationship between money supply and 
stock prices has long been a focal point of economic and financial research, as it encapsulates 
the intricate interplay between monetary policy and capital markets (Sirucek, 2013). Money 
supply, typically represented by broad money, serves as a key indicator of liquidity in an econo-
my, influencing interest rates, inflation, and investment behavior (Lacey, 2021; Bhattacharjee & 
Das, 2021; Devkota & Dhungana, 2019). Stock prices, on the other hand, reflect investor 
sentiment, corporate performance, and broader economic dynamics. 

 Theories suggest that changes in money supply can significantly impact stock market 
performance, both directly and indirectly, through various transmission channels (Gunardi & 
Disman, 2023). In this context, understanding this nexus is critical for policymakers, investors, 
and economists, as it provides insights into how monetary interventions affect asset markets and 
economic stability. This paper examines the dynamic relationship between money supply and 
stock market performance, with a focus on short-run and long-run interactions in varying 
economic contexts. Globally, there are extensive studies on the impact of money supply on 
stock indices, but limited research exists exploring these dynamics in emerging economies, 
especially in the context of Nepal. To have better understanding of the effect of money supply 
and stock market performance in the Nepalese context, it is essential to investigate empirically. 
Moreover, this study examines the mechanisms through which money supply affects stock 
prices and indices, supported by empirical evidence from various contexts. Therefore, the 
pertinent research questions are proposed as follows: How does money supply influence stock 
market performance in Nepal? What is the role of other macroeconomic variables, such as 
interest rates, constant GDP, and remittance inflow, in shaping stock market dynamics? Is there 
evidence of speculative stock bubbles resulting from changes in the money supply in Nepal? In 
this regard, the objectives of the paper are to examine the impact of money supply on stock 
market performance in Nepal, including the role of other macroeconomic variables such as 
interest rates, constant GDP, and remittance inflow, and provide suggestions to policymakers 
and stakeholders for policy implications. 
 

Review of Literature 
Theoretical Perspectives

 Stock market performance is crucial for economic prosperity, capital formation, and 
sustainable economic growth as it facilitates resource flow, investment opportunities, pooling 
funds, sharing risk, and wealth transfer between savers and users (Subedi, 2023). The relation-
ship between money supply and the stock market composite index is a well-researched area in 
economics and finance around the globe, where several theories provide frameworks to under-
stand this relationship.

  The Quantity theory of money as the equation MV=PQ, suggests that an increase in 
the money supply leads to inflation if the output (Q) remains constant. It means as the money 

supply increases, the liquidity improves, which in turn leads to encouraging more investments 
in the stock market and raises stock values. Conversely, if inflation increases as a result of 
excessive money in circulation, stock values may suffer as actual returns on investments 
decline (Fisher, 2006). Efficient Market Hypothesis (EMH) asserts that stock prices reflect all 
available information, including monetary policy signals (Fama, 1970). Therefore, the changes 
in money supply are incorporated into stock prices as investors adjust their expectations about 
future earnings and inflation. Therefore, money supply changes can have immediate effects on 
composite stock indices, depending on the degree of market efficiency.

 Lucas (1972) developed the Rational Expectations Hypothesis and postulated that 
investors incorporate changes in money supply into their expectations about future economic 
conditions thereby influencing stock prices. It asserts that anticipated increases in money 
supply may already be reflected in stock prices, where unexpected changes can create volatili-
ty. Therefore, stock markets respond to the unanticipated component of money supply chang-
es. Modigliani and Cohn (1979) argue that money supply increases can raise inflation expecta-
tions.  Essentially, if inflation rises, it reduces the present value of future cash flows from 
stocks, adversely affecting stock prices. Therefore, the effect of money supply on stocks prices 
depends on whether inflation expectations are stable or rising. Behavioral Finance theories 
argue that the sentiment of investors and psychological factors expand the effects of money 
supply changes on stock prices (Shiller, 1981). It is observed that during periods of increased 
money supply, euphoria prevails and may lead to the overvaluation of stocks. Therefore, the 
theory states that the increase in money supply cognitive biases and herd behavior influence 
stock indices.

Empirical Review

 The nexus between money supply and the market stock performance is a widely 
studied and discussed matter in macroeconomics and financial economics to have a better 
understanding of this relationship. The summary is presented subsequently. 
Table 1
Literature Review Matrix
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 In summary, these studies have provided valuable insights into the short-term and 
long-term interactions between money supply, along other macroeconomic variables on stock 
market indicexisting studies mentioned above predominantly focused on the developed econo-
my context, with limited attention to a unique economic structure of Nepal. Similarly, most 
studies report a positive correlation between the money supply and stock prices or stock 
indices, contrasting evidence on causality and the role of macroeconomic variables indicates 
the need for a localized investigation. In conclusion, this review identifies gaps in understand-
ing the money supply dynamics in emerging economies like Nepal, highlighting the need for 
further investigation into the impact of changes in money supply on stock market performance 
and stability, thereby setting the stage for further research in Nepal.

Methodology

Research Design

 This study has adopted a quantitative research design to analyze the relationship 
between money supply, interest rates, and stock market performance in the Nepalese contest. 
The research uses time-series analysis using econometric techniques to capture the dynamic 
interactions among the variables included in the model over time. Similarly, the study is 
explanatory in nature and employs statistical models to fulfill the objectives of the research. 

Variables, Data, and Their Sources

 This study used secondary annual data on some selected macroeconomic variables of 
Nepal viz., broad money supply(M2), interest rate, GDP at a constant price, remittance inflow 
in Nepal and Nepal Stock Exchange (NEPSE) index from 1994 to 2023. They are presented 
below:

Table 1 

Variables, Data and Their Sources
Variables Nature   Definition   Sources
NEPSE  Dependent Variable Stock Market Performance Nepal Rastra Bank
M2  Independent Variable Broad Money Supply  Nepal Rastra Bank
IR  Independent Variable Interest Rate   Nepal Rastra Bank
RGDP  Control Variable GDP at Constant Price  Nepal Rastra Bank
RMT  Control Variable Annual Remittance Inflow of Nepal  Nepal Rastra Bank

Analysis Tools and Techniques

 The data analysis process involves descriptive statistics, stationarity tests, granger 
causality tests, ARDL methods of co-integration. Similarly, diagnostic tests like RESET test, 
Breusch-Godfrey Serial Correlation LM Test, Normality test, Heteroscedasticity test, stability 
test are done and they are subsequently discussed hereunder. The computer software EVIEWs 
10 was used for data analysis. 
Specification of the Empirical Model

 To fulfill the objectives of the study, the researcher has developed an empirical model 
for testing the hypothesis in functional form as follows:
NEPSEt = f(M2t , IRt ,RGDPt , RMTt)                            ...(1)
 In equation (1) above, NEPSEt, M2t, IRt, RGDPt, RMTt denote the Nepal Stock 
Exchange, broad money supply, GDP at constant price and annual remittance inflow in Nepal 
for the time ‘t’ respectively. The model given in equation (1) can be transformed into a loga-
rithmic econometric model as follows.
lnNEPSEt =  α + lnβ1T(M2t) + lnβ2(IRt)  +lnβ3(RGDP)t  +lnβ4(RMT)t + et         …(2)
 In equation (2) above symbols α denotes intercept, and β i implies slopes parameters to 
be estimated, ln stands for natural logarithm, remaining acronyms are as defined above in 
equation (1). Likewise, α and β are parameters to be estimated. 
ARDL Model

 The general form of an ARDL (p, q) model is:

In the above equation (3), Y_t is the outcome variable, X_(t-j) denotes explanatory,  α_i and β
_j  are coefficients, p and q are the lag orders, and ε_t is the error term.
The ARDL model is estimated based on the number of lags suggested by the information 

criteria suggested in the lag length selection criteria. Generally, Akaike Information Criterion 
(AIC), Hannan-Quinn Criterion (HQC) or the Schwartz Bayesian Criteria (SBC) can be used 
in order to choose the optimal lag.  
 F- bound test is essential for examining long-run relationship of the variables included 
in the model. Hence, to test if the variables have a long-run relationship, the F-test was 
performed based on the following Pesaran, Shin and Smith (2001) generalized form of applied 
ARDL model. Therefore, model for F- bound test is given below:

 In equation (4), β0 , β1, β2 … β5  are coefficients to be estimated and subscript t-1 
implies lagged value, Δ represents the first difference of the variables. Similarly, γi, δj, λk, θl, 
μm  are the short-run dynamics (coefficients of the first differenced variables). Others are 
described as follows:
lnNEPSEt = The natural log of the Nepal Stock Exchange index.
lnM2t-1 = The natural log of money supply at time t-1.
lnIRt-1  = The natural log of interest rates at time t-1.
lnRGDPt-1  = The natural log of real GDP at time t-1.
lnRMTt-1  = The natural log of remittance inflow at time t-1.
εt   = Error term.
 The ARDL model for estimating long-run coefficient can be specified as follows:

ln(NEPSE)t=β0+ β1 ln(M2)t+ β2 ln(IR) + β3ln(RGDP)t + β4ln(RMT)t +  εt  …(5)

 Moreover, the ECM in the ARDL approach to co-integration, the lagged error correc-
tion term is generated out of the long-run coefficients to replace a linear combination of the 
lagged variables, and the model is re-estimated at the optimum lags selected by using model 
selection criterion (Bahamani & Ardalani, 2006). The ECM for estimating short-run coeffi-
cient and error correction term is presented as follows:

Δln(NEPSE)t=∝ + δ_j Δln(M2)t-j+ λ_k Δln(IR)t-k+ θ_lΔln(RGDP)t-l + μ_mΔln(RMT)t-m + 

γECTt−1+ εt            …(6)
 In equation (6), ∝ , δ_j, λ_k, θ_l, μ_m, and γ are coefficients to be estimated. Others 
are described hereunder.
ΔlnNEPSEt  = Lagged change in the natural log of the Nepal Stock Exchange index.
ΔlnM2 t-j  = Lagged change in the natural log of money supply at time t-j.
ΔlnIRt-k = Lagged change in the natural log of interest rates at time t-k.
ΔlnRGDPt-l  = Lagged change in the natural log of real GDP at time t-l.
ΔlnRMTt-m = Lagged change in the natural log of remittance inflow at time t-m.
ECTt−1  =Error correction term lagged by one period.
εt   = Error term.
 Finally, the ARDL model tries to find the best linear unbiased estimator (BLUE) and 
thereby diagnostic tests need to be conducted. In this, regard, the researcher has also gone 

through such tests. Therefore, diagnostic test, such as Ramsey Regression Equation Specifica-
tion Error Test (RESET) test, is a general specification test for the linear regression model, LM 
Test for Serial Correlation, Test for Heteroscedasticity, J-B test for the normality of the residu-
als and CUSUM and CUSUMSQ test for the stability are conducted and reported.

Results and Discussion

 The estimated results presented in Tables 2 to Table 9 present results of data analysis. 
The analysis results are given and discussed subsequently.

Descriptive Statistics

 Table 2 shows descriptive statistics for included variables for the analysis from 1994 to 
2023. The acronym lnNEPSE denotes NEPSE index in log form. Its mean and median are 
6.4959, and 6.5278 respectively, indicating slight symmetry. Likewise, the skewness is 0.094 
(near 0, suggesting symmetry), kurtosis is1.745 (below 3, implying a flat distribution), and 
Jarque-Bera (JB) Probability is 0.4326, indicating the data follows a normal distribution. 
Another, acronyms lnM2 denotes Money Supply in log form. Its mean and median are 
11.44612 and 11.43098, suggesting symmetry. The skewness is 0.0768 (near 0, indicating 
symmetry). The kurtosis is 1.62399 (less than 3, flat distribution) and JB Probability is 0.3684, 
supporting normality. Another acronym lnIR denotes interest Rate in log form. Its mean and 
median are 0.7067 and 1.0919 in which mean is less than median, indicating potential left 
skewness. Another parameter, skewness is -0.6987 (negative, suggesting left-skewed distribu-
tion). Likewise, kurtosis is 2.5390 (below 3, moderately flat). Finally, JB Probability: 0.3237, 
indicating approximate normality. The acronym lnRGDP denotes Real GDP in log form. Its 
mean and median are 11.5852, and 12.0028, here mean is less than median, suggesting slight 
left skewness. The skewness for this is −0.1851 (near 0, weakly left-skewed). The kurtosis is 
1.1759 (far below 3, flat distribution). JB Probability is 0.1646, borderline normality. Finally, 
the acronym lnRMT denotes remittance in log form. Its mean and median are 10.1604 and 
10.490, here mean is less than median, indicating potential left skewness. The skewness, 
kurtosis and JB Probability are -0.5734(moderate left skewness), 2.2507(below 3, flat distribu-
tion), and 0.3763 (moderate left skewness) respectively.

Table 2 

Descriptive Statistics
Parameters lnNEPSE lnM2  lnIR  lnRGDP lnRMT
 Mean  6.4959  11.4461 0.7067  11.5852 10.1604
 Median 6.5278  11.4310 1.0919  12.0028 10.4900
 Maximum 7.9667  13.3262 2.1066  12.4604 11.7122
 Minimum 5.3223  9.6343  -1.8326  10.6109 7.1438
 Std. Dev. 0.8044  1.2036  1.0415  0.7671  1.2866
 Skewness 0.0944  0.0770  -0.6987  -0.1851  -0.5734
 Kurtosis 1.7457  1.6240  2.5390  1.1759  2.2507
 Jarque-Bera 1.6758  1.9970  2.2557  3.6088  1.9549
 Probability 0.4326  0.3684  0.3237  0.1646  0.3763

Note. This table demonstrates the descriptive statistic result as for the variables computed by 
the author based on the data of respective variables from 1994-2023. 
The descriptive statistics shows that most variables exhibit approximate normality, with some 
left-skewed or flat distributions. 

Unit Root Test Result

 Augmented Dicky Fuller (ADF) test result and Phillip-Perron (PP) test result is sum-
marized subsequently. The ADF test evaluates the stationarity of variables by testing for unit 
roots at levels and at the first differences. The Table 3 results show that lnNEPSEt and ln IRt 
are stationary at levels I(0) and I(1) both. But, lnM2t, lnRGDPt, and lnRMTt are stationary 
only after the first difference I(1) and non-stationary at levels. These results clearly indicate 
that the variables are integrated at level, I(0) and after first difference I(1). Similarly, Phil-
lip-Perron test result also shows a variable interest rate which is stationary at level I(0) and 
after first difference I(1) both. Reaming other variables are stationary only after first difference 
I(1)(Table 3). These results are crucial for selecting the ARDL model as an appropriate econo-
metric approach for co-integration analysis and examining the relationships among these 
variables. 

Table 3
Summary of Unit Root Test Result

Note. This table demonstrates the Augmented Dickey Fuller test result as computed by the 
author based on the data of respective variables from 1994-2023. The symbol ** and *** 
implies statistical significance at 5 percent and 1 percent respectively.

Lag length Selection 

 In time series analysis, the optimal lag selection is very crucial and quite sensitive in 
the case of time series analysis. The VAR Lag Order Selection Criteria are given in Table 4. 
The study uses criteria like LR, FPE, AIC, SC, and HQ to identify the optimal lag length for a 

 Table 1 shows the construct ‘reviews and recommendations;’ and is seen as unaccept-
able, the alpha values are seen quite below the threshold of 0.7. 

Results and Discussion

 This section covers the analysis of the data collected from the respondents and a discus-

sion of the results.

Respondents’ Profile

 The table below illustrates the summary of the respondents’ profile:

Table 2

Respondents’ Profile

Note. Field Survey, 2024.

 An equal number of both genders are seen within respondents. The predominance of 
younger age groups and students suggests a study that may cater to or reflect the preferences of 
a younger demographics. The majority have formal education beyond secondary school, which 
may influence their perspectives and preferences. A mix of occupational backgrounds provides 
a broad understanding of societal perspectives, but the study is dominated by students and 
self-employed individuals.

Opinions on Reviews and Recommendations

 The table below illustrates the opinion on the reviews and recommendations while 
buying smartphones:

Table 3

Opinions on Reviews and Recommendations
              Std.
Items        Mean  Deviation Skewness
The recommendations of my friends/relatives for any phone makes 
me favorably disposed towards buying that phone.   3.91  0.98 -0.51
The review ratings given for any phone model affect my purchase decision. 3.72  1.04 -0.21
Overall Average       3.82  

Note. Field Survey, 2024.

 Table 3 shows that consumers generally agree the recommendations from their social 
circle significantly in their buying decisions. Review ratings also play an important role in 
purchase decisions, though slightly less than personal recommendations. The overall mean of 
3.82 suggests that both personal recommendations and review ratings are influential factors, 
with recommendations carrying slightly more weight. Both opinions are negatively skewed.

Opinions on Marketing Attributes

 The table below illustrates the opinion on the marketing attributes, i.e. price advantage, 
physical dimension, brand and advertisement, and availability while buying smartphones:

Table 4

Opinions on Marketing Attributes

  

Note. Field Survey, 2024.

impact on buyer behavior might be less pronounced.

 Buyer’s behavior has the strongest correlation with features (+0.491**) and ‘review 
and recommendations ‘(+0.432**). Similarly, there is a weak correlation with marketing 
attributes (+0.123, p = 0.060), showing that buyers prioritize product features and reviews over 
marketing efforts.

 Features and ‘reviews and recommendations’ are the most critical factors influencing 
buyer behavior. Marketing attributes have limited direct influence on buyer behavior but are 
moderately connected to features and reviews, indirectly affecting decision-making. Strategies 
focusing on improving product features and leveraging positive reviews and recommendations 
may yield better consumer responses than purely increasing marketing efforts.

Summary of Regression Analysis 

 As Table 1 shows low reliability for the ‘reviews and recommendations’ factors, the 
respective variable is dropped from further analysis. The summary of the regression results 
has been illustrated below:

Table 8

Summary of Regression Analysis 

Model     Beta  T-statistics p-value  VIF
(Constant)    2.426  5.916  0.000 
Marketing Attributes   -0.267  -2.090  0.038  1.275
Features    +0.596  8.637  0.000  1.275
R-Square   0.255   
F-Statistics   39.65   
    (0.000)   
DW Statistics   1.863   
Note. Predictors: Marketing attributes, features; Dependent variable: Buyer’s behavior.

 R-Square (0.255) indicates that 25.5% of the variance in smartphone buying behavior 
is explained by the independent variables. Similarly, adjusted R-Square (0.248) showing a 
slightly lower but still meaningful explanatory power. F-Statistics (39.65, p < 0.001) indicates 
that the overall model is statistically significant.

 The coefficient (-0.267) suggests that an increase in marketing attributes decreases the 
dependent variable by 0.267 units, holding other variables constant. The T-statistics (-2.090) 
indicates the significance of this variable, with a p-value of 0.038 (<0.05), confirming that the 
effect is statistically significant. Similarly, the coefficient (+0.596) indicates that an increase 
in features improves the dependent variable by 0.596 units. The T-statistics (8.637) and 
P-value (0.000) show strong statistical significance. 

 All VIF values are below 10, suggesting no multicollinearity issues among the inde-
pendent variables. Durbin-Watson Statistics (1.863), i.e. close to 2, indicating no significant 
autocorrelation in the residuals.

Discussion

 Boby Joseph S.J. and Khannal (2011) factors such as brand choice, information source, 
decision-making factors, financial sources, and product satisfaction levels influenced the buying 
behavior of smartphones, while this paper found that physical dimensions, reviews, and recom-
mendations followed by features of the smartphones determined the buying behavior among 
Nepalese customers. Nepalese smartphone customers are seen as more concerned about features 
but no concern towards the advertisement of smartphones, which shows one the contradictors to 
Maliha et al. (2020) and Fulzele and Chirde's (2022) findings, where the researchers stated 
quality of a product is the most important factor, followed by price, brand and product unique-
ness, camera function, and operating system. Rai et al. (2023) concluded that product attributes 
did not significantly impact consumer behavior in smartphone purchasing decisions, while the 
current study did not ignore the various features of smartphones.

Conclusion and Implications

 The analysis provides key insights into the factors influencing smartphone buying 
behavior among consumers, highlighting the relative importance of various factors and their 
interactions with buyer behavior. The study reveals that functional and technical attributes like 
picture quality, multitasking capability, and fast charging significantly predict consumer behav-
ior, while social circle recommendations and review ratings significantly influence buyer 
behavior, emphasizing the importance of trust and peer validation.

 While moderately correlated with buyer behavior, availability shows an insignificant 
negative impact on the regression model. This suggests that while consumers prefer conve-
nience and access, these factors are secondary to functional attributes and reviews.

 Factors like phone thickness and screen size have a weak positive correlation and an 
insignificant impact indicating that they are not primary drivers. The paper determined that 
market attributes do not significantly influence the purchasing decisions of smartphone users in 
Nepal. Instead, what truly matters to these consumers is the quality and features of the smart-
phones themselves. While there may be concerns about the reliability of the paper’s reviews and 
recommendations. It is important to recognize that these factors can still sway consumer behav-
ior in the smartphone market in Nepal.

 Smartphone manufacturers who intend to sell in the Nepalese market should prioritize 
enhancing technical features, as these significantly influence consumer decisions.  Leveraging 
social proof through reviews and recommendations is essential. Investments in influencer 
marketing or testimonials could amplify consumer trust and appeal. A balanced approach to 
pricing is necessary, focusing on value rather than competing solely on cost. Ensuring availabil-
ity in multi-brand outlets and accessible service centers remains important, albeit less critical 
than core product features.

 This study concludes that consumers are more influenced by functionality and social 
validation than by traditional branding or pricing strategies, which should guide manufacturers 
and retailers in aligning their offerings with buyer preferences.

Figure 2

Percentage of Security of Using QR Code
 

 Figure 2 indicates that 71.2% of respondents believed QR codes to be secure, 1.9% felt 
insecure, and 26.9% were unsure whether to utilize secure or insecure codes.

Figure 3 

Percentage of Trustworthiness of Using QR Code

 

 Figure 3 shows that 74% of participants fully trusted QR codes, while 2% did not. 24%, 
however, were not clear if they should be trusted or mistrusted when using QR codes. 
Cross-tabulation analysis was then performed according to monthly QR Code usage, and demo-

Conclusion

 The report offers a thorough grasp of how QR codes are being adopted and used in 
various regions for various purposes in the Nepalese context. The study concludes that the 
majority of Nepalese consumers use QR codes for financial transactions. The study's participants 
reported feeling secure when using QR codes. Although there have been improvements, the 
study also finds enduring security and trust issues that could prevent QR codes from being 
widely used if left unchecked. They are more comfortable using it in a variety of industries, 
including banking, education, travel and tourism, marketing, hotels and restaurants, and health.
The Pearson Chi-square and cross-tabulation also stated that there was a significant correlation 
between the monthly use of QR code mobile payments and gender, age, occupation, province, 
and education. This indicated some variation in the monthly proportion of mobile payments 
using QR codes by province, gender, age, occupation, and level of education. 
The study comes to the conclusion that although QR codes have the potential to completely 
transform payment systems in developing nations, it will take focused efforts to maintain securi-
ty, foster trust, and improve user education in several areas before they can be widely adopted 
and grow sustainably. So, the study is intriguing since it concentrates on a developing country 
and provides valuable perspectives for similar economies directing the transition to digital 
payment methods. 

Limitations and Future Implications

 The sample size for this study was small, and it only represents a portion of Nepal’s 
population. The results show the realities of growing markets with a young population and a 
relatively sensitive QR code, even though they might not apply to Nepali people. Thus, a larger 
sample size for this research could be more broadly applicable to the investigation of QR codes 
in Nepal.
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graphic status such as gender, age, occupation, province, and education. 

Cross-Tabulation Analysis

 Cross tabulation is a quantitative research technique used to examine the relationship 
between two or more variables. Furthermore, this study used chi-square tests to investigate 
differences in the distribution of categorical responses between groups (Black, 2010). The 
chi-square test was used to identify whether gender, age, province, education, and job status 
affected the monthly frequency of using QR code mobile payments. In the table below, several 
updated UTAUT viewpoint variables are descriptively analyzed. 

Table 1

Cross-tabulation between Gender and QR Code Usage Per Month

 The majority of people use quick response (QR) codes for mobile payments 10–20 times 
a month, as shown in Table 1. This also explains the 10–20 times per month that both men and  
women use QR code mobile payments. 

 In contrast, 18.40% of women use it 10–20 times per month, while 24% of men use it 
more than 40 times. Thus, men and women alike showed interest in utilizing the QR code 
service. P = 0.000, the Pearson Chi-square value of 30.559, was below the significance level of 
0.01 (1%). 
 Therefore, there was a significant correlation between monthly QR code mobile payment 
usage and gender. This indicated some variation in the monthly proportion of mobile payments 

using QR codes by gender.

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

Table 2

Cross-tabulation between Age and QR Code Usage Per Month

     Note. 

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

 The result was a desire to use the QR code service across all age groups. The chi-squared 
Pearson value of 36.505, P = 0.006, fell below the 0.05 (5%) significance level. The monthly 
utilization of QR code mobile payments was thus significantly correlated with age group. This 
indicated some variance in the proportion of each age group using QR codes for mobile 
payments each month.

 Table 3 shows that, with the exception of Karnali and Sudurpaschim, most people in all 
provinces use quick response (QR) codes to make mobile payments 10–20 times a month. 
This also explains why 50% of Karnali residents and 75% of Sudurpaschim use it more than 40 
times a month, compared to 45.70% of Koshi residents, 52.80% of Madhesh residents, 76.90% 
of Gandaki residents, and 64.30% of Lumbini Province residents. Accordingly, all provinces' 
respondents said they would like to employ the QR code service. 

Table 3

Cross-tabulation between Provinces and QR Code Usage Per Month

    Note.

 The chi-squared Pearson value of 57.624, P = 0.000, was below the 1% cutoff of 0.01. 
Therefore, there was a high correlation between the province and the monthly use of mobile QR 
code payments. The percentage of monthly mobile payments using QR codes therefore differed 
from province to province.  

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 

that the percentage of monthly QR code mobile payment usage varied by education level.

Table 4

Cross-tabulation between Education and QR Code Usage Per Month

        Note. 

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 
that the percentage of monthly QR code mobile payment usage varied by education level.

 Table 5 shows that except for self-employed and retired individuals, most people across 
all job levels use quick response (QR) codes to make 10 to 20 mobile payments each month. 
This also explains why 57.10% of independent contractors and 42.90% of retirees use it less 
frequently than ten times a month. Respondents from various educational backgrounds thus 
wished to utilize the QR code service. 

Table 5 

Cross-tabulation between Employment and QR Code Usage Per Month

    Note. 

 

 The Pearson Chi-square value was below the 5% cutoff at 26.548 (P = 0.033). Monthly 
utilization of mobile payments using QR codes was strongly correlated with educational status. 
Accordingly, the percentage of monthly mobile payments using QR codes varied by educational 
attainment. 

Discussion

 The importance of security and trust has been highlighted by the study on the adoption of 
QR code applications. The majority of respondents utilized QR codes in the banking sector, 
followed by the education sector, the hotel business, the health sector, and other industries like 
marketing, tracking, travel and tour, and shopping (Kim & Yoon, 2014; Ozkaya et al., 2015). 
According to this research work the proportion of monthly mobile payments made via QR codes 
varied somewhat by gender and age. Therefore, each province had a different percentage of 
monthly mobile payments made with QR codes. The use of QR codes for mobile payments each 
month was highly associated with educational attainment (Luitel, 2023; Mookerjee et al., 2022). 
The report also indicated that most respondents viewed QR codes to be secure and trusted 
(Gautam & Sah, 2023; Luitel, 2023).

 MONEY IS REGARDED as the center of macroeconomics 
and understanding the effect of the money supply is critical for macro-
economc theory (John & Ezeabasili, 2020; Palley, 2015). The impact 

Results and Discussion 

Respondents Status  

 The demographic statuses of the respondents were discussed in terms of sex, age group, 
provincial areas, professional status, and academic level. Most respondents were male, 58.2%, 
and the remaining were females. According to age group, most respondents were 20 to 24 at 
52.7%, 25 to 29 at 12.7%, and 30 to 34 with 11.8% of Bagmati at 49.1%, Madhesh with 19.1%, 
and 10.9% of Gandaki and remaining from other provinces. 

 Most respondents were bachelor's degree holders, with 69.7%, and master's degree 
holders, with 14.9%. It also shows that 8.7% of the total respondents were higher secondary 
level, and 2.4% were PhD. Degree and MPhil Degree educated. The majority of respondents 
were students, followed by employees; 10.1% were self-employed, 5.8% were housekeepers, 
3.4% were retired, and 2.4% were jobless.

QR Code Using Status  

 The following analysis illustrates the areas where QR is most commonly used, and the 
consumers' perceptions of security and trust in QR services to comprehend usage trends.

Figure 1

Percentage of Area Using QR Code

 

 Figure 1 shows that most of the respondents 35% used QR codes in financial sectors, 
26% in education areas, 12% in the hotel industry, and 10% in health and other sectors such as 
travel and tour, shopping, marketing, tracking, and so on. Thus, the research on QR codes 
revealed that most of Nepalese people utilized QR codes for financial areas for financial transac-
tions.

model. The majority of the criteria have been recommended for Lag 1, as it captures model 
dynamics effectively and maintains accuracy. In other words, this lag length allows for a 
comprehensive model improving forecast with accuracy and robustness.
Table 4 
Selection of Optimum lag 
 Lag LogL  LR  FPE  AIC  SC  HQ
0 -69.6404 NA    0.0003   6.2200   6.4654   6.2851
1  37.7375 161.0670*   3.81e-07*  -0.6448*   0.8277*        -0.2541*

Note. This table demonstrates the test result as computed by the author based on the data of 
respective variables from 1994-2023. 
 F-Bound testing 
 The ARDL bounds test is a statistical method used to determine the long-run relation-
ship among variables included in the model. Evidently, the F-statistic value is 5.063 and it is 
above the upper bound at all levels of significance (1 %, 5 %, and 10 %). Since 5.063 > 4.37 
(the highest critical value for I(1) bond at 1 percent, we can reject the null hypothesis at the 1 
percent level and conclude that there exists a statistically significant long-run relationship 
between the outcome variable and the predictors included in the ARDL model(Table 5). 
Table 5
F-Bound Test Result
Null Hypothesis: There is no long-run relationship
Test Statistics  Values  K(Explanatory Variables
F-Statistics  5.063  4
Critical Value Bonds
Level of significance I(0) Bonds I(1) Bonds
10 percent  2.2  3.09
5 percent  2.56  3.49
1 percent  3.29  4.37
Note. This Table shows the F-bound test for co-integration results as computed by the author 
based on the data used for the variables spanning from 1994-2023.
Granger Causality Test Result

 The Granger causality test is a statistical hypothesis test used to determine whether 
one-time series data can predict other data belonging to certain variables included in the time 
series model. It was developed by Granger (1969) and evaluates the causal relationship 
between two variables in the sense of temporal precedence. Therefore, the result of Granger 
causality is summarized as follows:
Table 6
Granger Causality Test Result

Note. This Table shows the Granger causality test result as computed by the author based on 
the data used for the variables spanning from 1994-2023.
  In summary, broad Money Supply Granger-causes the NEPSE index, indicating that 
liquidity significantly impacts stock market performance. Likewise, real GDP Granger-causes 
the NEPSE index. But, there is weak evidence that the NEPSE index may also Granger-cause 
GDP. Interest Rate and Remittance Inflows show no Granger causality with the NEPSE index 
in either direction.
Estimated Long Run Coefficients
 Table 7 below shows the estimated long-run coefficients of the ARDL model and 
provides valuable insights into the relationships between the outcome variable NEPSE index 
and the independent and control variables included in the model. 
Table 7
Estimated Long Run Coefficients using the ARDL Approach
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variables Coefficient(Standard error) t-Statistic P. Value
lnM2  1.287***(0.364)  3.539  0.003
ln IR  -0.242*(0.135)   -1.797  0.093
lnRGDP 1.387***(0.419)  3.307  0.005
lnRMT  0.170(0.381)   0.446  0.662
C  5.783**(2.232)   2.591  0.021

Note. This table demonstrates estimated long-run coefficients using the ARDL approach as 
computed by the author based on the data used for the variables and the symbols *** ' ** and 
*indicate the significance of coefficients at 1 percent 5 percent and 10 percent level.
 Table 7 result reveals that the coefficient of broad money supply (M2) is 1.287 
(P<0.01). It implies a 1 percent increase in broad money supply is associated with a 1.287 
percent increase in the NEPSE index in the long run. It indicates that increased money supply 
may enhance liquidity in the economy, encouraging investment in the stock market and 
driving up NEPSE index. Similarly, the coefficient of interest rate(IR) is -0.242 (P<0.10) 
indicating a 1 percent increase in interest rates leads to a 0.242 percent decrease in the NEPSE 
index in the long run. This can be inferred as higher interest rates increase the cost of borrow-
ing and reduce corporate profits, making equities less attractive relative to other fixed-income 
securities. The coefficient of real GDP is 1.387 (P<0.01). This implies a 1 percent increase in 
real GDP causes an increase in NEPSE index by 1.387 percent in the long run. Its economic 
interpretation can be higher GDP growth reflects improved economic activity, boosting 
corporate earnings and investor confidence, which positively impacts stock prices. Moreover, 
the coefficient of remittance Inflows 0.170 (not significant, P=0.662). The coefficient is 
positive but statistically insignificant, indicating no clear long-run relationship between remit-
tance inflows in Nepal and the NEPSE index. It can be inferred that remittance is predominant 
used in consumption or real estate investment but not invested stocks. The estimated coeffi-
cient for constant is 5.783 (P <0.05). This reflects the inherent factors influencing the NEPSE 
index that are yet to include as the explanatory variables.
Estimated Short-Run Coefficients  
 The ECM term, also known as the error correction term ECT (-1), is a key component 
in the Error Correction Model (ECM) estimated output. Moreover, the highly significant error 
correction term (ECT) indicates that the long-run equilibrium is corrected very quickly, 
reflecting a strong and stable long-run relationship among the variables included.
Table 8
Error Correction Model
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variable Coefficient (Standard error) t-Statistic P-Value
ΔlnM2  0.842**(0.314)   2.683  0.018
ΔlnIR  -0.198(0.121)   -1.636  0.112
ΔlnRGDP 0.954***(0.312)  3.059  0.007
ΔlnRMT 0.051(0.158)   0.322  0.750
ECT(-1) -0.653***(0.147)  -4.443  0.001
Note. This table demonstrates estimated short-run coefficients using the ECM approach as 
computed by the author based on the data for the variable spanning 1994-2023 of Nepal and 
the symbols *** ' ** and *indicate the significance of coefficients at 1 percent 5 percent and 
10 percent level. 

 Table 8 shows the error correction term (ECT) coefficient value as -0.653 suggesting a 
rapid adjustment process in response to shocks, indicating that deviations from the long-run 
equilibrium are quickly corrected back. Essentially, the short-run dynamics reveal that the 
ECT is negative and highly significant (-0.653, P<0.01), indicating that approximately 65 
percent of deviations from the long-run equilibrium are corrected in the subsequent period. In 
other words, any short-term fluctuations in economic growth caused by any changes the 
money supply, interest rate, real GDP growth, and remittance inflow will not persist, as the 
model tends to correct the disequilibrium rapidly. Moreover, in short, only the variables broad 
money supply(M2), and real GDP(RGDP) are statistically significant. But, interest rate (IR), 
and remittance inflow (RMT) are not significant. Furthermore, the values of R-squared and 
Adjusted R-squared are 0.697 and 0.652, implying that the model explains about 69.7 percent 
of the variation in NEPSE index, with an adjusted value of 65.2 percent, indicating robustness 
of the model. Moreover, Durbin-Watson Statistic value is 2.42 which is close to 2, reflecting 
no serious autocorrelation issues in the residuals of the estimated model.
Diagnostic Test of the ARDL Model 
 Table 9 demonstrates diagnostic test result such as the RESET (Regression Specifica-
tion Error Test) is used to check for specification errors in a regression model, the Breus-
ch-Godfrey serial correlation LM Test is used to detect the serial correlation (autocorrelation) 
in the residuals of a regression, the Breusch-Pagan-Godfrey test is used to detect heteroskedas-
ticity in the residuals of a regression model and Jacque-Berra Test for normality test result.
Table 9
 RESET Test Result
RESET Test Result 
   Value   df   Probability
t-statistic  1.401521  35   0.1699
F-statistic  1.964261  (1, 35)   0.1699
Breusch-Godfrey serial correlation LM Test result
   Value   df   Probability
F-statistic  1.4406       Prob. F(2,13)  0.2722
Obs*R-squared 4.3541     Prob.   Chi-Square(2)  0.1134
Heteroskedasticity Test: Breusch-Pagan-Godfrey
   Value   df   Probability
F-statistic  1.2071       Prob. F(8,15)  0.3581
Obs*R-squared  9.3999       Prob. Chi-Square(8) 0.3097
Normality Test Result
Jarque-Bera statistic 0.6667   p-value   0.7165

Note. This table demonstrates diagnostic test result as computed by the author based on the 
data for the variable spanning 1994 -2024 of Nepal.
 In the Regression Specification Error Test (RESET) result, the t-statistic value is 
0.9641 with a p-value of 0.3513 which is greater than the common significance levels (0.01, 
0.05, 0.10). In this case, the p-value of 0.3513 is greater than 0.05. Hence, there is no evidence 
of the omitted variables and wrong functional form (Table 9). Regarding, the serial correlation 

LM test, the F-statistic value is 1.4406 with a p-value (Prob. F) of 0.2722. Here, the p-value of 
0.2722 is much greater than 0.05. This suggests that there is no significant evidence of serial 
correlation in the residuals. Similarly, regarding the heteroscedasticity test, the F-statistic value 
is 1.2071 with a p-value (Prob. F) of 0.3581. Here, the p-value of 0.0.3581 is much greater 
than 0.05. Hence, the Breusch-Pagan-Godfrey test results suggest that there is no significant 
evidence of heteroskedasticity in the residuals. This indicates that the variance of the residuals 
is constant across observations, meaning the model does not suffer from the heteroskedasticity 
issues based on this test (Table 9). Finally, the Jarque-Bera statistic is 0.6667 with a p-value of 
0.7165. Evidently, the p-value greater than 0.05 indicates that the residuals are normally 
distributed. Therefore, we can conclude that the residuals of the ARDL model are approxi-
mately normally distributed based on this test (Table 9). 

Stability Test Result

 The plot of cumulative sum of recursive estimate residuals line remains within the 5 
percent significance level critical bounds throughout the sample period from 1994 to 2023. 
This indicates that there are no significant deviations in the cumulative sum of the residuals 
that would suggest instability. Similarly, the cumulative sum of the squares line also remains 
within the 5 percent significance level critical bounds throughout the sample period. This 
indicates that there are no significant deviations in the cumulative sum of the squared residuals 
that would suggest instability in the variance of the residuals. Therefore, we can conclude that 
the variance of the residuals is stable over the period from 1994 to 2023 and there is no 
evidence of changes in volatility or variance instability in the ARDL model (Figure 1).

Figure 1

CUSUM Sum and SUSUM Sum of Square Recursive Residuals

   

Discussion
 The findings revealed unidirectional causality from broad money supply to NEPSE 
index, this result is aligned with the studies such as Brahmasrene and Jiranyakul (2007), 
Olulu-Briggs and Ogbulu (2015), but contrasting with the findings of Taamouti (2015) as it 
could not find any causality between them. Conversely, the studies such as Al-Kandari and 
Abul (2019), John & Ezeabasili (2020) found causality from the stock index to money supply. 
Likewise, the current study found by-directional causality between real GDP and NEPSE 
index and unidirectional causality from remittance flow to NEPSE index, but the absence of 

causality between interest rate and NEPSE index. The estimated long-run coefficients (Table 
7) provide critical insights into the factors influencing the NEPSE index. Moreover, broad 
money supply exhibits a long-run and positive and highly significant relationship with the 
NEPSE index, with a coefficient of 1.287 (P<0.01). This suggests that a 1 percent increase in 
the money supply leads to a 1.287 percent rise in the NEPSE index, this is likely due to 
enhanced liquidity in the economy, which fosters investment in the capital market. The result 
is aligned with the findings of John & Ezeabasili (2020). But, this result contrasts with Ahmad 
et al. (2015), which showed negative effect on the same. The interest rate (IR) is negatively 
related to the NEPSE index, with a coefficient of -0.242 (P<0.10). This indicates that a 1 
percent rise in interest rates reduces the NEPSE index by 0.242 percent. It may suggest that 
higher interest rates increase borrowing costs and reduce corporate profitability, making 
equities less attractive relative to fixed-income securities. Both of these results align with 
previous studies such as Ndlovu et al. (2018), Khan & Khan (2018), Shawtari et al. (2016), 
Shrestha & Subedi, (2014) and Sahu et al. (2011). But, this result contrasts with the study of 
Ahmad et al. (2015), which could not find a statistically significant effect of interest rates on a 
stock market index.
 Moreover, real GDP positively impacts the NEPSE index, with a significant coeffi-
cient of 1.387 (P<0.01). This implies that a 1 percent increase in GDP boosts the NEPSE index 
by 1.387 percent. It is so because economic growth enhances corporate earnings and investor 
confidence, leading to increased stock prices. The finding, as positive but statistically insignifi-
cant coefficient of remittance inflow, is 0.170 (P=0.662), and it indicates no clear long-run 
relationship with the NEPSE index. This suggests that remittances inflow amount in Nepal 
have been predominantly used for consumption or real estate investment rather than stock 
market investment, as the study found by Subedi (2016), the substantial proportion of remit-
tance amount is used for land purchases and real estate. The error correction model (Table 8) 
demonstrates the short-run dynamics. Similarly, the result reveals that  broad money supply 
and real GDP have positive and significant effects on the NEPSE index in the short-run. The 
error correction term is negative and highly significant with coefficient value as −0.653 
(P<0.01), indicating that 65.3 percent of deviations from the long-run equilibrium are correct-
ed within one period, reflecting a stable and rapid adjustment process. These results highlight 
the critical roles of liquidity, economic growth, and interest rates in shaping Nepal’s stock 
market dynamics while underscoring the limited influence of remittances in this context.

Conclusion and Policy Implications
 This study explored the influence of money supply and other macroeconomic variables 
on stock market performance in Nepal, with a focus on understanding their roles in shaping 
market dynamics. The findings indicate that the money supply has a significant positive 
impact on the NEPSE index, both in the long run and short run. But, the interest rate has a 
negative and significant impact in the long-run but it is insignificant in the short-run. This 
underscores the role of increased liquidity in driving stock market performance, as higher 
money supply facilitates investment in financial markets. The adjustment process to long-run 
equilibrium was stable and rapid, with deviations corrected by 65.3 percent in each period. 
Moreover, real GDP plays a crucial role in driving stock market performance, with a positive 

and significant relationship in both the short and long run. This finding reflects the close 
association between economic growth, corporate earnings, and investor confidence. Remit-
tance inflows, however, show no significant long-run relationship with the NEPSE index. 
Perhaps, it suggests that remittances are predominantly directed toward consumption or real 
estate rather than stock market investments. Overall, this study highlights the importance of 
macroeconomic stability, particularly in managing money supply and interest rates, to foster 
sustainable growth in Nepal’s stock market. It also provides critical insights for policymakers, 
investors, and stakeholders on the interplay between economic factors and stock market 
dynamics. 
 

economic, technological, political and cultural. The marketer studies the relationship between 
marketing stimuli and consumer response. These stimuli pass through the buyer’s box which 
produces the buyers’ responses. 

 Consumer buying behavior refers to the decision-making processes and actions of 
consumers when they purchase goods or services. Understanding this behavior is essential for 
businesses to align their products, marketing strategies, and customer engagement effectively. 
The buyer is considered a black box, because his mind cannot be imagined, as to his buying 
decision. The buying decision depends on his attitude, preferences, findings, etc. (Pillai et al., 
2012). Modern consumer behavior is shaped by several key trends, with digital influence 
playing a pivotal role. Wahdiniawati et al. (2024) found that perceived usefulness, particularly 
timesaving, significantly influences both interest and trust. Trust mediates the relationship 
between perceived usefulness and interest, highlighting the complexity of factors influencing 
online shopping behavior. The study suggests enhancing perceived usefulness and trust through 
improved service quality, customer engagement, and transparency in return policies. Addition-
ally, sustainability has become a major driver of consumer preferences. At the same time, 
Baviskar et al. (2024) examined consumer behavior toward sustainable product choices, focus-
ing on visual trends and environmental impact awareness. Despite a preference for sustainable 
products, non-reusable plastics remain popular. The findings highlighted the need for education 
and practical measures to promote sustainable choices. Casaca and Miguel (2024) revealed that 
personalization is transforming modern marketing strategies, enhancing customer satisfaction, 
engagement, retention, and trust, thereby reshaping business connections with customers.

Empirical Review

 Boby Joseph and Khannal (2011) studied Nepali teenagers’ buying behavior towards 
mobile phones, comparing urban, semirural, and rural areas. The study concluded that factors 
such as brand choice, information source, decision-making factors, financial sources, and 
product satisfaction levels influenced the buying behavior of smartphones.

 Mini (2019) revealed that changing consumer buying preferences and resulting changes 
in smartphone behavior are influencing middle-aged consumers’ preference for internet brows-
ing as the most popular feature in smartphones, with advertisements playing a significant role in 
this decision.

 Maliha et al. (2020) found that regulatory focus influences consumer behavior in 
purchasing smartphones, controlling perception, rationale, and lifestyle. Quality of a product is 
the most important factor, followed by price, brand and product uniqueness, camera function, 
and operating system. Sales promotions are less important for those interested in trying different 
brands of mobile devices.

 Fulzele and Chirde (2022) revealed that some people are influenced to buy smartphones 
from the advice of their relatives or friends or by seeing many offers/discounts and least people 
are influenced by advertisements.

 Rai et al. (2023) conducted a study on smartphone purchasing behavior, focusing on 
device qualities, social factors, pricing, and brand image. The results showed that product 

2024-25 (Custom Department, 2024).

 Communication is a crucial aspect of corporate life, with cell phones becoming a 
reliable and effective means of communication (Uddin et al., 2014). Smartphones are a rapidly 
growing form of communication, offering instant connections and information access (Chan, 
2015). Mobile culture is influenced by three key trends: communication services like voice, 
text, and pictures, wireless internet services like browsing, corporate access, and email, and 
various media services like movies, games, and music (Hansen, 2003). Smartphones provide 
numerous benefits to society, such as immediate calls, SMS, work scheduling, GPS, internet 
access, entertainment, application downloads, data storage, and even legal assistance (Ling et 
al., 2001). Most people worldwide have widely adopted smartphones, making them indispens-
able to their everyday lives. Joshi and Mathur (2023) revealed that product features, affordabili-
ty, brand reputation, convenience, and trust all influence the smartphone industry. Vishesh et al. 
(2018) indicated that speed and performance, brand and advertising, and finally recommenda-
tions and reviews had the greatest beneficial effects on determining the buying behavior of 
smartphones. 

 In context to Nepal, Humagai (2022) revealed that variables like, promotional cam-
paign, price, after-sales service, mobile attributes, brand name, family and friend influenced 
influence on the buying behavior of smart phones among the Nepalese consumers. Similarly, 
the paper also found no significant relationship between gender, occupation, income level, and 
marital status, but a significant relationship between education level and age for mobile 
purchase decisions. Similarly, Tiwari (2024) on consumer buying smartphones in Butwal City, 
the study found a positive correlation between formativeness, creditability, entertainment, and 
incentives in advertising, that increased purchase intention, while credible advertisements and 
entertaining ones led to increased intention. More research is needed on the factors influencing 
smartphone purchasing decisions in Nepal. Hence, this study tries to find out the factors affect-
ing consumer buying behavior for smart phones in Nepal.

Review of Literature

Theoretical Review

Buying Behavior

 Marketing identifies and satisfies the needs of target customers. Marketers must under-
stand how customers select, buy, use and dispose of products. They must know the behavior of 
their customers.

 Human behavior is a very complex process. No two customers always behave in the 
same way. Marketers must understand why customers behave as they do. Buyer behavior 
influences customer’s willingness to buy. Buyer behavior is concerned with the activities of 
customers. It involves decisions by buyers. They can be consumers or organizations (Agrawal, 2016).  

Consumer Buying Behavior

 A marketer is always interested in knowing how consumers respond to various market-
ing stimuli-products, price, place and promotion and another stimulus, i.e. buyer’s environment- 

 SMARTPHONE CONSUMPTION IN  Nepal has seen 
significant growth over the past decade, driven by increasing 
internet penetration, the availability of affordable smartphones, 
and the rise of digital services. With the expansion of 4G 
networks and more affordable data plans, internet usage has 
surged, making smartphones a necessity for staying connected. 
The data from the Department of Customs of Nepal shows that 
more than 990 thousand sets of smartphones are seen imported 
from different nations during the first five months of fiscal year 

pricing, social variables, and brand image significantly influence consumer behavior, while 
product attributes did not significantly impact consumer behavior. The study highlights the 
importance of understanding these factors in smartphone purchasing decisions.

 Boutaleb (2024) in his study on smartphone buying in Arar province, Saudi Arabia, 
found that personal, external, and gender characteristics account for 41.7 percent of the variance 
in purchasing decisions. These variables, along with gender, significantly influence smartphone 
purchasing behavior. Personal characteristics have a stronger influence on the decision to buy a 
smartphone.

Methodology

 The paper concerns the consumer buying behavior for smartphones. Hence, the paper 
has taken opinions from the potential consumers of smartphones.  To obtain the research objec-
tives, the paper follows a descriptive as well as a casual comparative research design. About 
15,000 people own a smartphone at Banepa Municipality as per the Central Bureau of Statistics 
(CBS) as of the year end of 2021. Among them 235 smartphone users and consumers were 
selected randomly from Banepa Municipality as a sample for the paper. A convenience sam-
pling technique is followed in the paper. The required data for the paper was collected through 
field visit. Potential respondents were reached to get their opinions.

 The paper has used the questionnaire used in the paper of Vishesh et al. (2018). The 
constructs used in the paper of Vishesh et al. (2018) have been followed to develop the ques-
tionnaire for the study.  A five-points Likert scale is used to measure the buying behavior of the 
Nepalese smartphones’ consumers in Nepal. A scale of ‘1’ to ‘5’ was used to measure the 
buying behavior of smartphone users where ‘1’ is indicated for ‘least important’ and ‘5’ for 
‘most important’ Correlation coefficient is a statistical measure that describes the strength and 
direction of a relationship between two variables.

 The paper has adopted Cronbach’s alpha to determine the reliability of the instrument 
used for the survey. Hence, the following outcome was seen after the reliability test:

Table 1

Reliability Result 

Constructs   Initial Items  Items Dropped  Alpha Value
Reviews and Recommendations 4   2  0.342
Marketing Attributes+   18   10  0.732
Features*    16   12  0.778
Buyer’s Behavior   6   4  0.546

Note. *Features include features 1: Speed and Performance, Features 2: Battery, Features 3: 
Camera, Features 4: Design and Color, and Features 5: Exchange Possibility. +A new construct, 
namely, marketing attributes is developed to enhance the reliability by adjoining price advan-
tage, physical dimension, brand and advertisement, and finally availability.

 Table 4 shows that an overall average of 3.57 points for marketing factors indicate a 
moderate level of agreement across all factors, with availability having the highest impact and 
price advantages the lowest. Price advantages moderately influence purchasing decisions, with 
slightly more importance given to flexible payment plans. Physical dimensions like screen size 
and thickness are relatively important, but opinions are diverse. The popularity of the brand and 
advertisement frequency significantly affect consumer behavior, with branding being slightly 
more influential. Availability factors, such as multi-brand outlets and proximity of service 
centers, are the most influential in purchasing decisions. In general, respondents value conve-
nience (availability) and brand reputation over price considerations. Preferences are diverse, 
particularly regarding physical dimensions, which may depend on individual user needs. Adver-
tisement effectiveness and brand popularity are critical for influencing consumer attitudes but 
rank slightly below availability.

Opinions on Features

 The opinions on features are summated opinions on speed, battery, camera performance, 
design and color, and finally exchange possibilities. The table below illustrates the opinions on 
features on smartphones:

Table 5

Opinions on Features

Items        Mean Std. Deviation Skewness
I would prefer a phone, which gets me better pictures clicked.  3.90 1.04  -0.30
I would prefer a phone that will not hang while performing multiple 
operations.       3.85 1.04  -0.37
Fast battery charging capability in a phone influences my buying 
decision towards that phone.     3.77 1.07  -0.24
Availability of an attractive exchange offer for my old phone while purchasing a 
new mobile phone influences my buying decision favorably towards that phone. 3.53 1.06  0.01
Overall Average       3.76  

Note. Field Survey, 2024.

 Table 5 indicates a strong agreement that consumers prioritize a phone with better 
picture quality. Consumers strongly value a phone’s ability to handle multiple operations 
without lagging. The fast charging capability is an important factor, though slightly less than 
picture quality or multitasking. A moderate preference for exchange offers, making it the least 
influential among these factors. The overall mean of 3.76 indicates that technical features 
(picture quality, multitasking, fast charging) significantly influence purchase decisions, while 
promotional aspects like exchange offers are somewhat less impactful. One of the opinions, 
skewness is 0.01, being close to zero, shows a symmetrical distribution of responses.

Opinions on Buyer’s Behavior

 The table below illustrates opinions on the buyer’s behavior of smartphones among 

Nepalese customers:

Table 6

Opinions on Buyer’s Behavior

Items       Mean Std. Deviation Skewness
I got better convenience value.    3.91 1.06  -0.42
I achieved emotional value.    3.52 1.08  0.08

Overall Average      3.71  

Note. Field Survey, 2024.

 Table 6 shows a strong agreement that consumers feel they derive convenience value 
from their purchasing decisions. Similarly, another opinion indicates a moderate level of agree-
ment that purchases provide emotional value, though it is less influential compared to conve-
nience. The overall mean of 3.71 suggests that convenience value plays a stronger role than 
emotional value in influencing consumer behavior. One of the skewness values, i.e. 0.08, 
reflects a nearly symmetrical distribution of responses. 

 The matrix below illustrates the correlation coefficients among the selected variables for 
the paper.

Table 7

Correlation Matrix

Note. ** Correlation is significant at the 0.01 level.

 Table 7 represents the correlation matrix for constructs related to buyer's behavior, 
review and recommendations, features, and marketing attributes. 

 ‘Review and recommendations’ are seen having a positive correlation with features 
(+0.515**) and marketing factors (+0.366**). A moderate positive relationship with buyer’s 
behavior (+0.432**), indicating that reviews and recommendations significantly influence 
buyer's decisions.

 Features: have a strong positive correlation with ‘review and recommendations’ 
(+0.515**) and buyer’s behavior (+0.491**). A moderate positive relationship with marketing 
attributes (+0.465**), suggesting that features of a product are influenced by marketing strategies.

 Marketing attributes have a significant correlation with features (+0.465**) and ‘review 
and recommendations’ (+0.366**). There is a weak and non-significant correlation with buyer's 
behavior (+0.123, p = 0.060), indicating that while marketing factors are important, their direct 

 This section contains the majority of studies from both domestic and foreign contexts. Since 
QR code technology is new, not much research has been done on it. Early studies on QR codes 
focused on using the technology in various contexts. However, many studies avoid employing QR 
codes in Nepal's provincial context. Thus, the goal of this study was to look into how QR codes are 
used in different provinces in Nepal. 

Methodology

 The research was based on a descriptive research design. A structured questionnaire was 
used to gather data from QR code users, who were frequently considered a sample for the study. The 
questionnaire was based on the users' demographic profiles and also considered questions about 
using QR services. 

 A structured questionnaire utilized for survey research was used to gather data from the 208 
respondents using purposive sample procedures (Cooper & Schindler, 2014; Greener, 2008). The 
study's population is split into seven province clusters using the cluster sampling probability sample 
technique: Koshi, Madhesh, Bagmati, Gandaki, Lumbini, Karnali, and Sudurpaschim.
The structured questionnaires were prepared to obtain demographic information regarding gender, 
age, occupation, education, province, areas, and purpose of using the QR code. It also focused on 
gathering information about QR code usage per month. Data were driven into SPSS software for 
analysis. Frequency and cross-tabulation were used to analyze the data. Bar diagrams and pie charts 
presented demographic information and summarized the results with several references on national 
and international context in the discussion section.  



of money supply on stock prices and stock indices is a significant area of research, revealing 
complex relationships influenced by various macroeconomic factors (Erdugan, 2012). In other 
words, the stock price is the outcome of the overall macroeconomic performance of a national 
economy including money supply (Bhattacharjee & Das, 2021; Muchir, 2012).  In this context, 
the relationship between money supply and stock market performance is essentially a reflection 
of capital market and money market (Wang, 2016). The relationship between money supply and 
stock prices has long been a focal point of economic and financial research, as it encapsulates 
the intricate interplay between monetary policy and capital markets (Sirucek, 2013). Money 
supply, typically represented by broad money, serves as a key indicator of liquidity in an econo-
my, influencing interest rates, inflation, and investment behavior (Lacey, 2021; Bhattacharjee & 
Das, 2021; Devkota & Dhungana, 2019). Stock prices, on the other hand, reflect investor 
sentiment, corporate performance, and broader economic dynamics. 

 Theories suggest that changes in money supply can significantly impact stock market 
performance, both directly and indirectly, through various transmission channels (Gunardi & 
Disman, 2023). In this context, understanding this nexus is critical for policymakers, investors, 
and economists, as it provides insights into how monetary interventions affect asset markets and 
economic stability. This paper examines the dynamic relationship between money supply and 
stock market performance, with a focus on short-run and long-run interactions in varying 
economic contexts. Globally, there are extensive studies on the impact of money supply on 
stock indices, but limited research exists exploring these dynamics in emerging economies, 
especially in the context of Nepal. To have better understanding of the effect of money supply 
and stock market performance in the Nepalese context, it is essential to investigate empirically. 
Moreover, this study examines the mechanisms through which money supply affects stock 
prices and indices, supported by empirical evidence from various contexts. Therefore, the 
pertinent research questions are proposed as follows: How does money supply influence stock 
market performance in Nepal? What is the role of other macroeconomic variables, such as 
interest rates, constant GDP, and remittance inflow, in shaping stock market dynamics? Is there 
evidence of speculative stock bubbles resulting from changes in the money supply in Nepal? In 
this regard, the objectives of the paper are to examine the impact of money supply on stock 
market performance in Nepal, including the role of other macroeconomic variables such as 
interest rates, constant GDP, and remittance inflow, and provide suggestions to policymakers 
and stakeholders for policy implications. 
 

Review of Literature 
Theoretical Perspectives

 Stock market performance is crucial for economic prosperity, capital formation, and 
sustainable economic growth as it facilitates resource flow, investment opportunities, pooling 
funds, sharing risk, and wealth transfer between savers and users (Subedi, 2023). The relation-
ship between money supply and the stock market composite index is a well-researched area in 
economics and finance around the globe, where several theories provide frameworks to under-
stand this relationship.

  The Quantity theory of money as the equation MV=PQ, suggests that an increase in 
the money supply leads to inflation if the output (Q) remains constant. It means as the money 

supply increases, the liquidity improves, which in turn leads to encouraging more investments 
in the stock market and raises stock values. Conversely, if inflation increases as a result of 
excessive money in circulation, stock values may suffer as actual returns on investments 
decline (Fisher, 2006). Efficient Market Hypothesis (EMH) asserts that stock prices reflect all 
available information, including monetary policy signals (Fama, 1970). Therefore, the changes 
in money supply are incorporated into stock prices as investors adjust their expectations about 
future earnings and inflation. Therefore, money supply changes can have immediate effects on 
composite stock indices, depending on the degree of market efficiency.

 Lucas (1972) developed the Rational Expectations Hypothesis and postulated that 
investors incorporate changes in money supply into their expectations about future economic 
conditions thereby influencing stock prices. It asserts that anticipated increases in money 
supply may already be reflected in stock prices, where unexpected changes can create volatili-
ty. Therefore, stock markets respond to the unanticipated component of money supply chang-
es. Modigliani and Cohn (1979) argue that money supply increases can raise inflation expecta-
tions.  Essentially, if inflation rises, it reduces the present value of future cash flows from 
stocks, adversely affecting stock prices. Therefore, the effect of money supply on stocks prices 
depends on whether inflation expectations are stable or rising. Behavioral Finance theories 
argue that the sentiment of investors and psychological factors expand the effects of money 
supply changes on stock prices (Shiller, 1981). It is observed that during periods of increased 
money supply, euphoria prevails and may lead to the overvaluation of stocks. Therefore, the 
theory states that the increase in money supply cognitive biases and herd behavior influence 
stock indices.

Empirical Review

 The nexus between money supply and the market stock performance is a widely 
studied and discussed matter in macroeconomics and financial economics to have a better 
understanding of this relationship. The summary is presented subsequently. 
Table 1
Literature Review Matrix
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 In summary, these studies have provided valuable insights into the short-term and 
long-term interactions between money supply, along other macroeconomic variables on stock 
market indicexisting studies mentioned above predominantly focused on the developed econo-
my context, with limited attention to a unique economic structure of Nepal. Similarly, most 
studies report a positive correlation between the money supply and stock prices or stock 
indices, contrasting evidence on causality and the role of macroeconomic variables indicates 
the need for a localized investigation. In conclusion, this review identifies gaps in understand-
ing the money supply dynamics in emerging economies like Nepal, highlighting the need for 
further investigation into the impact of changes in money supply on stock market performance 
and stability, thereby setting the stage for further research in Nepal.

Methodology

Research Design

 This study has adopted a quantitative research design to analyze the relationship 
between money supply, interest rates, and stock market performance in the Nepalese contest. 
The research uses time-series analysis using econometric techniques to capture the dynamic 
interactions among the variables included in the model over time. Similarly, the study is 
explanatory in nature and employs statistical models to fulfill the objectives of the research. 

Variables, Data, and Their Sources

 This study used secondary annual data on some selected macroeconomic variables of 
Nepal viz., broad money supply(M2), interest rate, GDP at a constant price, remittance inflow 
in Nepal and Nepal Stock Exchange (NEPSE) index from 1994 to 2023. They are presented 
below:

Table 1 

Variables, Data and Their Sources
Variables Nature   Definition   Sources
NEPSE  Dependent Variable Stock Market Performance Nepal Rastra Bank
M2  Independent Variable Broad Money Supply  Nepal Rastra Bank
IR  Independent Variable Interest Rate   Nepal Rastra Bank
RGDP  Control Variable GDP at Constant Price  Nepal Rastra Bank
RMT  Control Variable Annual Remittance Inflow of Nepal  Nepal Rastra Bank

Analysis Tools and Techniques

 The data analysis process involves descriptive statistics, stationarity tests, granger 
causality tests, ARDL methods of co-integration. Similarly, diagnostic tests like RESET test, 
Breusch-Godfrey Serial Correlation LM Test, Normality test, Heteroscedasticity test, stability 
test are done and they are subsequently discussed hereunder. The computer software EVIEWs 
10 was used for data analysis. 
Specification of the Empirical Model

 To fulfill the objectives of the study, the researcher has developed an empirical model 
for testing the hypothesis in functional form as follows:
NEPSEt = f(M2t , IRt ,RGDPt , RMTt)                            ...(1)
 In equation (1) above, NEPSEt, M2t, IRt, RGDPt, RMTt denote the Nepal Stock 
Exchange, broad money supply, GDP at constant price and annual remittance inflow in Nepal 
for the time ‘t’ respectively. The model given in equation (1) can be transformed into a loga-
rithmic econometric model as follows.
lnNEPSEt =  α + lnβ1T(M2t) + lnβ2(IRt)  +lnβ3(RGDP)t  +lnβ4(RMT)t + et         …(2)
 In equation (2) above symbols α denotes intercept, and β i implies slopes parameters to 
be estimated, ln stands for natural logarithm, remaining acronyms are as defined above in 
equation (1). Likewise, α and β are parameters to be estimated. 
ARDL Model

 The general form of an ARDL (p, q) model is:

In the above equation (3), Y_t is the outcome variable, X_(t-j) denotes explanatory,  α_i and β
_j  are coefficients, p and q are the lag orders, and ε_t is the error term.
The ARDL model is estimated based on the number of lags suggested by the information 

criteria suggested in the lag length selection criteria. Generally, Akaike Information Criterion 
(AIC), Hannan-Quinn Criterion (HQC) or the Schwartz Bayesian Criteria (SBC) can be used 
in order to choose the optimal lag.  
 F- bound test is essential for examining long-run relationship of the variables included 
in the model. Hence, to test if the variables have a long-run relationship, the F-test was 
performed based on the following Pesaran, Shin and Smith (2001) generalized form of applied 
ARDL model. Therefore, model for F- bound test is given below:

 In equation (4), β0 , β1, β2 … β5  are coefficients to be estimated and subscript t-1 
implies lagged value, Δ represents the first difference of the variables. Similarly, γi, δj, λk, θl, 
μm  are the short-run dynamics (coefficients of the first differenced variables). Others are 
described as follows:
lnNEPSEt = The natural log of the Nepal Stock Exchange index.
lnM2t-1 = The natural log of money supply at time t-1.
lnIRt-1  = The natural log of interest rates at time t-1.
lnRGDPt-1  = The natural log of real GDP at time t-1.
lnRMTt-1  = The natural log of remittance inflow at time t-1.
εt   = Error term.
 The ARDL model for estimating long-run coefficient can be specified as follows:

ln(NEPSE)t=β0+ β1 ln(M2)t+ β2 ln(IR) + β3ln(RGDP)t + β4ln(RMT)t +  εt  …(5)

 Moreover, the ECM in the ARDL approach to co-integration, the lagged error correc-
tion term is generated out of the long-run coefficients to replace a linear combination of the 
lagged variables, and the model is re-estimated at the optimum lags selected by using model 
selection criterion (Bahamani & Ardalani, 2006). The ECM for estimating short-run coeffi-
cient and error correction term is presented as follows:

Δln(NEPSE)t=∝ + δ_j Δln(M2)t-j+ λ_k Δln(IR)t-k+ θ_lΔln(RGDP)t-l + μ_mΔln(RMT)t-m + 

γECTt−1+ εt            …(6)
 In equation (6), ∝ , δ_j, λ_k, θ_l, μ_m, and γ are coefficients to be estimated. Others 
are described hereunder.
ΔlnNEPSEt  = Lagged change in the natural log of the Nepal Stock Exchange index.
ΔlnM2 t-j  = Lagged change in the natural log of money supply at time t-j.
ΔlnIRt-k = Lagged change in the natural log of interest rates at time t-k.
ΔlnRGDPt-l  = Lagged change in the natural log of real GDP at time t-l.
ΔlnRMTt-m = Lagged change in the natural log of remittance inflow at time t-m.
ECTt−1  =Error correction term lagged by one period.
εt   = Error term.
 Finally, the ARDL model tries to find the best linear unbiased estimator (BLUE) and 
thereby diagnostic tests need to be conducted. In this, regard, the researcher has also gone 

through such tests. Therefore, diagnostic test, such as Ramsey Regression Equation Specifica-
tion Error Test (RESET) test, is a general specification test for the linear regression model, LM 
Test for Serial Correlation, Test for Heteroscedasticity, J-B test for the normality of the residu-
als and CUSUM and CUSUMSQ test for the stability are conducted and reported.

Results and Discussion

 The estimated results presented in Tables 2 to Table 9 present results of data analysis. 
The analysis results are given and discussed subsequently.

Descriptive Statistics

 Table 2 shows descriptive statistics for included variables for the analysis from 1994 to 
2023. The acronym lnNEPSE denotes NEPSE index in log form. Its mean and median are 
6.4959, and 6.5278 respectively, indicating slight symmetry. Likewise, the skewness is 0.094 
(near 0, suggesting symmetry), kurtosis is1.745 (below 3, implying a flat distribution), and 
Jarque-Bera (JB) Probability is 0.4326, indicating the data follows a normal distribution. 
Another, acronyms lnM2 denotes Money Supply in log form. Its mean and median are 
11.44612 and 11.43098, suggesting symmetry. The skewness is 0.0768 (near 0, indicating 
symmetry). The kurtosis is 1.62399 (less than 3, flat distribution) and JB Probability is 0.3684, 
supporting normality. Another acronym lnIR denotes interest Rate in log form. Its mean and 
median are 0.7067 and 1.0919 in which mean is less than median, indicating potential left 
skewness. Another parameter, skewness is -0.6987 (negative, suggesting left-skewed distribu-
tion). Likewise, kurtosis is 2.5390 (below 3, moderately flat). Finally, JB Probability: 0.3237, 
indicating approximate normality. The acronym lnRGDP denotes Real GDP in log form. Its 
mean and median are 11.5852, and 12.0028, here mean is less than median, suggesting slight 
left skewness. The skewness for this is −0.1851 (near 0, weakly left-skewed). The kurtosis is 
1.1759 (far below 3, flat distribution). JB Probability is 0.1646, borderline normality. Finally, 
the acronym lnRMT denotes remittance in log form. Its mean and median are 10.1604 and 
10.490, here mean is less than median, indicating potential left skewness. The skewness, 
kurtosis and JB Probability are -0.5734(moderate left skewness), 2.2507(below 3, flat distribu-
tion), and 0.3763 (moderate left skewness) respectively.

Table 2 

Descriptive Statistics
Parameters lnNEPSE lnM2  lnIR  lnRGDP lnRMT
 Mean  6.4959  11.4461 0.7067  11.5852 10.1604
 Median 6.5278  11.4310 1.0919  12.0028 10.4900
 Maximum 7.9667  13.3262 2.1066  12.4604 11.7122
 Minimum 5.3223  9.6343  -1.8326  10.6109 7.1438
 Std. Dev. 0.8044  1.2036  1.0415  0.7671  1.2866
 Skewness 0.0944  0.0770  -0.6987  -0.1851  -0.5734
 Kurtosis 1.7457  1.6240  2.5390  1.1759  2.2507
 Jarque-Bera 1.6758  1.9970  2.2557  3.6088  1.9549
 Probability 0.4326  0.3684  0.3237  0.1646  0.3763

Note. This table demonstrates the descriptive statistic result as for the variables computed by 
the author based on the data of respective variables from 1994-2023. 
The descriptive statistics shows that most variables exhibit approximate normality, with some 
left-skewed or flat distributions. 

Unit Root Test Result

 Augmented Dicky Fuller (ADF) test result and Phillip-Perron (PP) test result is sum-
marized subsequently. The ADF test evaluates the stationarity of variables by testing for unit 
roots at levels and at the first differences. The Table 3 results show that lnNEPSEt and ln IRt 
are stationary at levels I(0) and I(1) both. But, lnM2t, lnRGDPt, and lnRMTt are stationary 
only after the first difference I(1) and non-stationary at levels. These results clearly indicate 
that the variables are integrated at level, I(0) and after first difference I(1). Similarly, Phil-
lip-Perron test result also shows a variable interest rate which is stationary at level I(0) and 
after first difference I(1) both. Reaming other variables are stationary only after first difference 
I(1)(Table 3). These results are crucial for selecting the ARDL model as an appropriate econo-
metric approach for co-integration analysis and examining the relationships among these 
variables. 

Table 3
Summary of Unit Root Test Result

Note. This table demonstrates the Augmented Dickey Fuller test result as computed by the 
author based on the data of respective variables from 1994-2023. The symbol ** and *** 
implies statistical significance at 5 percent and 1 percent respectively.

Lag length Selection 

 In time series analysis, the optimal lag selection is very crucial and quite sensitive in 
the case of time series analysis. The VAR Lag Order Selection Criteria are given in Table 4. 
The study uses criteria like LR, FPE, AIC, SC, and HQ to identify the optimal lag length for a 

 Table 1 shows the construct ‘reviews and recommendations;’ and is seen as unaccept-
able, the alpha values are seen quite below the threshold of 0.7. 

Results and Discussion

 This section covers the analysis of the data collected from the respondents and a discus-

sion of the results.

Respondents’ Profile

 The table below illustrates the summary of the respondents’ profile:

Table 2

Respondents’ Profile

Note. Field Survey, 2024.

 An equal number of both genders are seen within respondents. The predominance of 
younger age groups and students suggests a study that may cater to or reflect the preferences of 
a younger demographics. The majority have formal education beyond secondary school, which 
may influence their perspectives and preferences. A mix of occupational backgrounds provides 
a broad understanding of societal perspectives, but the study is dominated by students and 
self-employed individuals.

Opinions on Reviews and Recommendations

 The table below illustrates the opinion on the reviews and recommendations while 
buying smartphones:

Table 3

Opinions on Reviews and Recommendations
              Std.
Items        Mean  Deviation Skewness
The recommendations of my friends/relatives for any phone makes 
me favorably disposed towards buying that phone.   3.91  0.98 -0.51
The review ratings given for any phone model affect my purchase decision. 3.72  1.04 -0.21
Overall Average       3.82  

Note. Field Survey, 2024.

 Table 3 shows that consumers generally agree the recommendations from their social 
circle significantly in their buying decisions. Review ratings also play an important role in 
purchase decisions, though slightly less than personal recommendations. The overall mean of 
3.82 suggests that both personal recommendations and review ratings are influential factors, 
with recommendations carrying slightly more weight. Both opinions are negatively skewed.

Opinions on Marketing Attributes

 The table below illustrates the opinion on the marketing attributes, i.e. price advantage, 
physical dimension, brand and advertisement, and availability while buying smartphones:

Table 4

Opinions on Marketing Attributes

  

Note. Field Survey, 2024.

impact on buyer behavior might be less pronounced.

 Buyer’s behavior has the strongest correlation with features (+0.491**) and ‘review 
and recommendations ‘(+0.432**). Similarly, there is a weak correlation with marketing 
attributes (+0.123, p = 0.060), showing that buyers prioritize product features and reviews over 
marketing efforts.

 Features and ‘reviews and recommendations’ are the most critical factors influencing 
buyer behavior. Marketing attributes have limited direct influence on buyer behavior but are 
moderately connected to features and reviews, indirectly affecting decision-making. Strategies 
focusing on improving product features and leveraging positive reviews and recommendations 
may yield better consumer responses than purely increasing marketing efforts.

Summary of Regression Analysis 

 As Table 1 shows low reliability for the ‘reviews and recommendations’ factors, the 
respective variable is dropped from further analysis. The summary of the regression results 
has been illustrated below:

Table 8

Summary of Regression Analysis 

Model     Beta  T-statistics p-value  VIF
(Constant)    2.426  5.916  0.000 
Marketing Attributes   -0.267  -2.090  0.038  1.275
Features    +0.596  8.637  0.000  1.275
R-Square   0.255   
F-Statistics   39.65   
    (0.000)   
DW Statistics   1.863   
Note. Predictors: Marketing attributes, features; Dependent variable: Buyer’s behavior.

 R-Square (0.255) indicates that 25.5% of the variance in smartphone buying behavior 
is explained by the independent variables. Similarly, adjusted R-Square (0.248) showing a 
slightly lower but still meaningful explanatory power. F-Statistics (39.65, p < 0.001) indicates 
that the overall model is statistically significant.

 The coefficient (-0.267) suggests that an increase in marketing attributes decreases the 
dependent variable by 0.267 units, holding other variables constant. The T-statistics (-2.090) 
indicates the significance of this variable, with a p-value of 0.038 (<0.05), confirming that the 
effect is statistically significant. Similarly, the coefficient (+0.596) indicates that an increase 
in features improves the dependent variable by 0.596 units. The T-statistics (8.637) and 
P-value (0.000) show strong statistical significance. 

 All VIF values are below 10, suggesting no multicollinearity issues among the inde-
pendent variables. Durbin-Watson Statistics (1.863), i.e. close to 2, indicating no significant 
autocorrelation in the residuals.

Discussion

 Boby Joseph S.J. and Khannal (2011) factors such as brand choice, information source, 
decision-making factors, financial sources, and product satisfaction levels influenced the buying 
behavior of smartphones, while this paper found that physical dimensions, reviews, and recom-
mendations followed by features of the smartphones determined the buying behavior among 
Nepalese customers. Nepalese smartphone customers are seen as more concerned about features 
but no concern towards the advertisement of smartphones, which shows one the contradictors to 
Maliha et al. (2020) and Fulzele and Chirde's (2022) findings, where the researchers stated 
quality of a product is the most important factor, followed by price, brand and product unique-
ness, camera function, and operating system. Rai et al. (2023) concluded that product attributes 
did not significantly impact consumer behavior in smartphone purchasing decisions, while the 
current study did not ignore the various features of smartphones.

Conclusion and Implications

 The analysis provides key insights into the factors influencing smartphone buying 
behavior among consumers, highlighting the relative importance of various factors and their 
interactions with buyer behavior. The study reveals that functional and technical attributes like 
picture quality, multitasking capability, and fast charging significantly predict consumer behav-
ior, while social circle recommendations and review ratings significantly influence buyer 
behavior, emphasizing the importance of trust and peer validation.

 While moderately correlated with buyer behavior, availability shows an insignificant 
negative impact on the regression model. This suggests that while consumers prefer conve-
nience and access, these factors are secondary to functional attributes and reviews.

 Factors like phone thickness and screen size have a weak positive correlation and an 
insignificant impact indicating that they are not primary drivers. The paper determined that 
market attributes do not significantly influence the purchasing decisions of smartphone users in 
Nepal. Instead, what truly matters to these consumers is the quality and features of the smart-
phones themselves. While there may be concerns about the reliability of the paper’s reviews and 
recommendations. It is important to recognize that these factors can still sway consumer behav-
ior in the smartphone market in Nepal.

 Smartphone manufacturers who intend to sell in the Nepalese market should prioritize 
enhancing technical features, as these significantly influence consumer decisions.  Leveraging 
social proof through reviews and recommendations is essential. Investments in influencer 
marketing or testimonials could amplify consumer trust and appeal. A balanced approach to 
pricing is necessary, focusing on value rather than competing solely on cost. Ensuring availabil-
ity in multi-brand outlets and accessible service centers remains important, albeit less critical 
than core product features.

 This study concludes that consumers are more influenced by functionality and social 
validation than by traditional branding or pricing strategies, which should guide manufacturers 
and retailers in aligning their offerings with buyer preferences.

Figure 2

Percentage of Security of Using QR Code
 

 Figure 2 indicates that 71.2% of respondents believed QR codes to be secure, 1.9% felt 
insecure, and 26.9% were unsure whether to utilize secure or insecure codes.

Figure 3 

Percentage of Trustworthiness of Using QR Code

 

 Figure 3 shows that 74% of participants fully trusted QR codes, while 2% did not. 24%, 
however, were not clear if they should be trusted or mistrusted when using QR codes. 
Cross-tabulation analysis was then performed according to monthly QR Code usage, and demo-

Conclusion

 The report offers a thorough grasp of how QR codes are being adopted and used in 
various regions for various purposes in the Nepalese context. The study concludes that the 
majority of Nepalese consumers use QR codes for financial transactions. The study's participants 
reported feeling secure when using QR codes. Although there have been improvements, the 
study also finds enduring security and trust issues that could prevent QR codes from being 
widely used if left unchecked. They are more comfortable using it in a variety of industries, 
including banking, education, travel and tourism, marketing, hotels and restaurants, and health.
The Pearson Chi-square and cross-tabulation also stated that there was a significant correlation 
between the monthly use of QR code mobile payments and gender, age, occupation, province, 
and education. This indicated some variation in the monthly proportion of mobile payments 
using QR codes by province, gender, age, occupation, and level of education. 
The study comes to the conclusion that although QR codes have the potential to completely 
transform payment systems in developing nations, it will take focused efforts to maintain securi-
ty, foster trust, and improve user education in several areas before they can be widely adopted 
and grow sustainably. So, the study is intriguing since it concentrates on a developing country 
and provides valuable perspectives for similar economies directing the transition to digital 
payment methods. 

Limitations and Future Implications

 The sample size for this study was small, and it only represents a portion of Nepal’s 
population. The results show the realities of growing markets with a young population and a 
relatively sensitive QR code, even though they might not apply to Nepali people. Thus, a larger 
sample size for this research could be more broadly applicable to the investigation of QR codes 
in Nepal.
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graphic status such as gender, age, occupation, province, and education. 

Cross-Tabulation Analysis

 Cross tabulation is a quantitative research technique used to examine the relationship 
between two or more variables. Furthermore, this study used chi-square tests to investigate 
differences in the distribution of categorical responses between groups (Black, 2010). The 
chi-square test was used to identify whether gender, age, province, education, and job status 
affected the monthly frequency of using QR code mobile payments. In the table below, several 
updated UTAUT viewpoint variables are descriptively analyzed. 

Table 1

Cross-tabulation between Gender and QR Code Usage Per Month

 The majority of people use quick response (QR) codes for mobile payments 10–20 times 
a month, as shown in Table 1. This also explains the 10–20 times per month that both men and  
women use QR code mobile payments. 

 In contrast, 18.40% of women use it 10–20 times per month, while 24% of men use it 
more than 40 times. Thus, men and women alike showed interest in utilizing the QR code 
service. P = 0.000, the Pearson Chi-square value of 30.559, was below the significance level of 
0.01 (1%). 
 Therefore, there was a significant correlation between monthly QR code mobile payment 
usage and gender. This indicated some variation in the monthly proportion of mobile payments 

using QR codes by gender.

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

Table 2

Cross-tabulation between Age and QR Code Usage Per Month

     Note. 

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

 The result was a desire to use the QR code service across all age groups. The chi-squared 
Pearson value of 36.505, P = 0.006, fell below the 0.05 (5%) significance level. The monthly 
utilization of QR code mobile payments was thus significantly correlated with age group. This 
indicated some variance in the proportion of each age group using QR codes for mobile 
payments each month.

 Table 3 shows that, with the exception of Karnali and Sudurpaschim, most people in all 
provinces use quick response (QR) codes to make mobile payments 10–20 times a month. 
This also explains why 50% of Karnali residents and 75% of Sudurpaschim use it more than 40 
times a month, compared to 45.70% of Koshi residents, 52.80% of Madhesh residents, 76.90% 
of Gandaki residents, and 64.30% of Lumbini Province residents. Accordingly, all provinces' 
respondents said they would like to employ the QR code service. 

Table 3

Cross-tabulation between Provinces and QR Code Usage Per Month

    Note.

 The chi-squared Pearson value of 57.624, P = 0.000, was below the 1% cutoff of 0.01. 
Therefore, there was a high correlation between the province and the monthly use of mobile QR 
code payments. The percentage of monthly mobile payments using QR codes therefore differed 
from province to province.  

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 

that the percentage of monthly QR code mobile payment usage varied by education level.

Table 4

Cross-tabulation between Education and QR Code Usage Per Month

        Note. 

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 
that the percentage of monthly QR code mobile payment usage varied by education level.

 Table 5 shows that except for self-employed and retired individuals, most people across 
all job levels use quick response (QR) codes to make 10 to 20 mobile payments each month. 
This also explains why 57.10% of independent contractors and 42.90% of retirees use it less 
frequently than ten times a month. Respondents from various educational backgrounds thus 
wished to utilize the QR code service. 

Table 5 

Cross-tabulation between Employment and QR Code Usage Per Month

    Note. 

 

 The Pearson Chi-square value was below the 5% cutoff at 26.548 (P = 0.033). Monthly 
utilization of mobile payments using QR codes was strongly correlated with educational status. 
Accordingly, the percentage of monthly mobile payments using QR codes varied by educational 
attainment. 

Discussion

 The importance of security and trust has been highlighted by the study on the adoption of 
QR code applications. The majority of respondents utilized QR codes in the banking sector, 
followed by the education sector, the hotel business, the health sector, and other industries like 
marketing, tracking, travel and tour, and shopping (Kim & Yoon, 2014; Ozkaya et al., 2015). 
According to this research work the proportion of monthly mobile payments made via QR codes 
varied somewhat by gender and age. Therefore, each province had a different percentage of 
monthly mobile payments made with QR codes. The use of QR codes for mobile payments each 
month was highly associated with educational attainment (Luitel, 2023; Mookerjee et al., 2022). 
The report also indicated that most respondents viewed QR codes to be secure and trusted 
(Gautam & Sah, 2023; Luitel, 2023).

 MONEY IS REGARDED as the center of macroeconomics 
and understanding the effect of the money supply is critical for macro-
economc theory (John & Ezeabasili, 2020; Palley, 2015). The impact 

Results and Discussion 

Respondents Status  

 The demographic statuses of the respondents were discussed in terms of sex, age group, 
provincial areas, professional status, and academic level. Most respondents were male, 58.2%, 
and the remaining were females. According to age group, most respondents were 20 to 24 at 
52.7%, 25 to 29 at 12.7%, and 30 to 34 with 11.8% of Bagmati at 49.1%, Madhesh with 19.1%, 
and 10.9% of Gandaki and remaining from other provinces. 

 Most respondents were bachelor's degree holders, with 69.7%, and master's degree 
holders, with 14.9%. It also shows that 8.7% of the total respondents were higher secondary 
level, and 2.4% were PhD. Degree and MPhil Degree educated. The majority of respondents 
were students, followed by employees; 10.1% were self-employed, 5.8% were housekeepers, 
3.4% were retired, and 2.4% were jobless.

QR Code Using Status  

 The following analysis illustrates the areas where QR is most commonly used, and the 
consumers' perceptions of security and trust in QR services to comprehend usage trends.

Figure 1

Percentage of Area Using QR Code

 

 Figure 1 shows that most of the respondents 35% used QR codes in financial sectors, 
26% in education areas, 12% in the hotel industry, and 10% in health and other sectors such as 
travel and tour, shopping, marketing, tracking, and so on. Thus, the research on QR codes 
revealed that most of Nepalese people utilized QR codes for financial areas for financial transac-
tions.

model. The majority of the criteria have been recommended for Lag 1, as it captures model 
dynamics effectively and maintains accuracy. In other words, this lag length allows for a 
comprehensive model improving forecast with accuracy and robustness.
Table 4 
Selection of Optimum lag 
 Lag LogL  LR  FPE  AIC  SC  HQ
0 -69.6404 NA    0.0003   6.2200   6.4654   6.2851
1  37.7375 161.0670*   3.81e-07*  -0.6448*   0.8277*        -0.2541*

Note. This table demonstrates the test result as computed by the author based on the data of 
respective variables from 1994-2023. 
 F-Bound testing 
 The ARDL bounds test is a statistical method used to determine the long-run relation-
ship among variables included in the model. Evidently, the F-statistic value is 5.063 and it is 
above the upper bound at all levels of significance (1 %, 5 %, and 10 %). Since 5.063 > 4.37 
(the highest critical value for I(1) bond at 1 percent, we can reject the null hypothesis at the 1 
percent level and conclude that there exists a statistically significant long-run relationship 
between the outcome variable and the predictors included in the ARDL model(Table 5). 
Table 5
F-Bound Test Result
Null Hypothesis: There is no long-run relationship
Test Statistics  Values  K(Explanatory Variables
F-Statistics  5.063  4
Critical Value Bonds
Level of significance I(0) Bonds I(1) Bonds
10 percent  2.2  3.09
5 percent  2.56  3.49
1 percent  3.29  4.37
Note. This Table shows the F-bound test for co-integration results as computed by the author 
based on the data used for the variables spanning from 1994-2023.
Granger Causality Test Result

 The Granger causality test is a statistical hypothesis test used to determine whether 
one-time series data can predict other data belonging to certain variables included in the time 
series model. It was developed by Granger (1969) and evaluates the causal relationship 
between two variables in the sense of temporal precedence. Therefore, the result of Granger 
causality is summarized as follows:
Table 6
Granger Causality Test Result

Note. This Table shows the Granger causality test result as computed by the author based on 
the data used for the variables spanning from 1994-2023.
  In summary, broad Money Supply Granger-causes the NEPSE index, indicating that 
liquidity significantly impacts stock market performance. Likewise, real GDP Granger-causes 
the NEPSE index. But, there is weak evidence that the NEPSE index may also Granger-cause 
GDP. Interest Rate and Remittance Inflows show no Granger causality with the NEPSE index 
in either direction.
Estimated Long Run Coefficients
 Table 7 below shows the estimated long-run coefficients of the ARDL model and 
provides valuable insights into the relationships between the outcome variable NEPSE index 
and the independent and control variables included in the model. 
Table 7
Estimated Long Run Coefficients using the ARDL Approach
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variables Coefficient(Standard error) t-Statistic P. Value
lnM2  1.287***(0.364)  3.539  0.003
ln IR  -0.242*(0.135)   -1.797  0.093
lnRGDP 1.387***(0.419)  3.307  0.005
lnRMT  0.170(0.381)   0.446  0.662
C  5.783**(2.232)   2.591  0.021

Note. This table demonstrates estimated long-run coefficients using the ARDL approach as 
computed by the author based on the data used for the variables and the symbols *** ' ** and 
*indicate the significance of coefficients at 1 percent 5 percent and 10 percent level.
 Table 7 result reveals that the coefficient of broad money supply (M2) is 1.287 
(P<0.01). It implies a 1 percent increase in broad money supply is associated with a 1.287 
percent increase in the NEPSE index in the long run. It indicates that increased money supply 
may enhance liquidity in the economy, encouraging investment in the stock market and 
driving up NEPSE index. Similarly, the coefficient of interest rate(IR) is -0.242 (P<0.10) 
indicating a 1 percent increase in interest rates leads to a 0.242 percent decrease in the NEPSE 
index in the long run. This can be inferred as higher interest rates increase the cost of borrow-
ing and reduce corporate profits, making equities less attractive relative to other fixed-income 
securities. The coefficient of real GDP is 1.387 (P<0.01). This implies a 1 percent increase in 
real GDP causes an increase in NEPSE index by 1.387 percent in the long run. Its economic 
interpretation can be higher GDP growth reflects improved economic activity, boosting 
corporate earnings and investor confidence, which positively impacts stock prices. Moreover, 
the coefficient of remittance Inflows 0.170 (not significant, P=0.662). The coefficient is 
positive but statistically insignificant, indicating no clear long-run relationship between remit-
tance inflows in Nepal and the NEPSE index. It can be inferred that remittance is predominant 
used in consumption or real estate investment but not invested stocks. The estimated coeffi-
cient for constant is 5.783 (P <0.05). This reflects the inherent factors influencing the NEPSE 
index that are yet to include as the explanatory variables.
Estimated Short-Run Coefficients  
 The ECM term, also known as the error correction term ECT (-1), is a key component 
in the Error Correction Model (ECM) estimated output. Moreover, the highly significant error 
correction term (ECT) indicates that the long-run equilibrium is corrected very quickly, 
reflecting a strong and stable long-run relationship among the variables included.
Table 8
Error Correction Model
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variable Coefficient (Standard error) t-Statistic P-Value
ΔlnM2  0.842**(0.314)   2.683  0.018
ΔlnIR  -0.198(0.121)   -1.636  0.112
ΔlnRGDP 0.954***(0.312)  3.059  0.007
ΔlnRMT 0.051(0.158)   0.322  0.750
ECT(-1) -0.653***(0.147)  -4.443  0.001
Note. This table demonstrates estimated short-run coefficients using the ECM approach as 
computed by the author based on the data for the variable spanning 1994-2023 of Nepal and 
the symbols *** ' ** and *indicate the significance of coefficients at 1 percent 5 percent and 
10 percent level. 

 Table 8 shows the error correction term (ECT) coefficient value as -0.653 suggesting a 
rapid adjustment process in response to shocks, indicating that deviations from the long-run 
equilibrium are quickly corrected back. Essentially, the short-run dynamics reveal that the 
ECT is negative and highly significant (-0.653, P<0.01), indicating that approximately 65 
percent of deviations from the long-run equilibrium are corrected in the subsequent period. In 
other words, any short-term fluctuations in economic growth caused by any changes the 
money supply, interest rate, real GDP growth, and remittance inflow will not persist, as the 
model tends to correct the disequilibrium rapidly. Moreover, in short, only the variables broad 
money supply(M2), and real GDP(RGDP) are statistically significant. But, interest rate (IR), 
and remittance inflow (RMT) are not significant. Furthermore, the values of R-squared and 
Adjusted R-squared are 0.697 and 0.652, implying that the model explains about 69.7 percent 
of the variation in NEPSE index, with an adjusted value of 65.2 percent, indicating robustness 
of the model. Moreover, Durbin-Watson Statistic value is 2.42 which is close to 2, reflecting 
no serious autocorrelation issues in the residuals of the estimated model.
Diagnostic Test of the ARDL Model 
 Table 9 demonstrates diagnostic test result such as the RESET (Regression Specifica-
tion Error Test) is used to check for specification errors in a regression model, the Breus-
ch-Godfrey serial correlation LM Test is used to detect the serial correlation (autocorrelation) 
in the residuals of a regression, the Breusch-Pagan-Godfrey test is used to detect heteroskedas-
ticity in the residuals of a regression model and Jacque-Berra Test for normality test result.
Table 9
 RESET Test Result
RESET Test Result 
   Value   df   Probability
t-statistic  1.401521  35   0.1699
F-statistic  1.964261  (1, 35)   0.1699
Breusch-Godfrey serial correlation LM Test result
   Value   df   Probability
F-statistic  1.4406       Prob. F(2,13)  0.2722
Obs*R-squared 4.3541     Prob.   Chi-Square(2)  0.1134
Heteroskedasticity Test: Breusch-Pagan-Godfrey
   Value   df   Probability
F-statistic  1.2071       Prob. F(8,15)  0.3581
Obs*R-squared  9.3999       Prob. Chi-Square(8) 0.3097
Normality Test Result
Jarque-Bera statistic 0.6667   p-value   0.7165

Note. This table demonstrates diagnostic test result as computed by the author based on the 
data for the variable spanning 1994 -2024 of Nepal.
 In the Regression Specification Error Test (RESET) result, the t-statistic value is 
0.9641 with a p-value of 0.3513 which is greater than the common significance levels (0.01, 
0.05, 0.10). In this case, the p-value of 0.3513 is greater than 0.05. Hence, there is no evidence 
of the omitted variables and wrong functional form (Table 9). Regarding, the serial correlation 

LM test, the F-statistic value is 1.4406 with a p-value (Prob. F) of 0.2722. Here, the p-value of 
0.2722 is much greater than 0.05. This suggests that there is no significant evidence of serial 
correlation in the residuals. Similarly, regarding the heteroscedasticity test, the F-statistic value 
is 1.2071 with a p-value (Prob. F) of 0.3581. Here, the p-value of 0.0.3581 is much greater 
than 0.05. Hence, the Breusch-Pagan-Godfrey test results suggest that there is no significant 
evidence of heteroskedasticity in the residuals. This indicates that the variance of the residuals 
is constant across observations, meaning the model does not suffer from the heteroskedasticity 
issues based on this test (Table 9). Finally, the Jarque-Bera statistic is 0.6667 with a p-value of 
0.7165. Evidently, the p-value greater than 0.05 indicates that the residuals are normally 
distributed. Therefore, we can conclude that the residuals of the ARDL model are approxi-
mately normally distributed based on this test (Table 9). 

Stability Test Result

 The plot of cumulative sum of recursive estimate residuals line remains within the 5 
percent significance level critical bounds throughout the sample period from 1994 to 2023. 
This indicates that there are no significant deviations in the cumulative sum of the residuals 
that would suggest instability. Similarly, the cumulative sum of the squares line also remains 
within the 5 percent significance level critical bounds throughout the sample period. This 
indicates that there are no significant deviations in the cumulative sum of the squared residuals 
that would suggest instability in the variance of the residuals. Therefore, we can conclude that 
the variance of the residuals is stable over the period from 1994 to 2023 and there is no 
evidence of changes in volatility or variance instability in the ARDL model (Figure 1).

Figure 1

CUSUM Sum and SUSUM Sum of Square Recursive Residuals

   

Discussion
 The findings revealed unidirectional causality from broad money supply to NEPSE 
index, this result is aligned with the studies such as Brahmasrene and Jiranyakul (2007), 
Olulu-Briggs and Ogbulu (2015), but contrasting with the findings of Taamouti (2015) as it 
could not find any causality between them. Conversely, the studies such as Al-Kandari and 
Abul (2019), John & Ezeabasili (2020) found causality from the stock index to money supply. 
Likewise, the current study found by-directional causality between real GDP and NEPSE 
index and unidirectional causality from remittance flow to NEPSE index, but the absence of 

causality between interest rate and NEPSE index. The estimated long-run coefficients (Table 
7) provide critical insights into the factors influencing the NEPSE index. Moreover, broad 
money supply exhibits a long-run and positive and highly significant relationship with the 
NEPSE index, with a coefficient of 1.287 (P<0.01). This suggests that a 1 percent increase in 
the money supply leads to a 1.287 percent rise in the NEPSE index, this is likely due to 
enhanced liquidity in the economy, which fosters investment in the capital market. The result 
is aligned with the findings of John & Ezeabasili (2020). But, this result contrasts with Ahmad 
et al. (2015), which showed negative effect on the same. The interest rate (IR) is negatively 
related to the NEPSE index, with a coefficient of -0.242 (P<0.10). This indicates that a 1 
percent rise in interest rates reduces the NEPSE index by 0.242 percent. It may suggest that 
higher interest rates increase borrowing costs and reduce corporate profitability, making 
equities less attractive relative to fixed-income securities. Both of these results align with 
previous studies such as Ndlovu et al. (2018), Khan & Khan (2018), Shawtari et al. (2016), 
Shrestha & Subedi, (2014) and Sahu et al. (2011). But, this result contrasts with the study of 
Ahmad et al. (2015), which could not find a statistically significant effect of interest rates on a 
stock market index.
 Moreover, real GDP positively impacts the NEPSE index, with a significant coeffi-
cient of 1.387 (P<0.01). This implies that a 1 percent increase in GDP boosts the NEPSE index 
by 1.387 percent. It is so because economic growth enhances corporate earnings and investor 
confidence, leading to increased stock prices. The finding, as positive but statistically insignifi-
cant coefficient of remittance inflow, is 0.170 (P=0.662), and it indicates no clear long-run 
relationship with the NEPSE index. This suggests that remittances inflow amount in Nepal 
have been predominantly used for consumption or real estate investment rather than stock 
market investment, as the study found by Subedi (2016), the substantial proportion of remit-
tance amount is used for land purchases and real estate. The error correction model (Table 8) 
demonstrates the short-run dynamics. Similarly, the result reveals that  broad money supply 
and real GDP have positive and significant effects on the NEPSE index in the short-run. The 
error correction term is negative and highly significant with coefficient value as −0.653 
(P<0.01), indicating that 65.3 percent of deviations from the long-run equilibrium are correct-
ed within one period, reflecting a stable and rapid adjustment process. These results highlight 
the critical roles of liquidity, economic growth, and interest rates in shaping Nepal’s stock 
market dynamics while underscoring the limited influence of remittances in this context.

Conclusion and Policy Implications
 This study explored the influence of money supply and other macroeconomic variables 
on stock market performance in Nepal, with a focus on understanding their roles in shaping 
market dynamics. The findings indicate that the money supply has a significant positive 
impact on the NEPSE index, both in the long run and short run. But, the interest rate has a 
negative and significant impact in the long-run but it is insignificant in the short-run. This 
underscores the role of increased liquidity in driving stock market performance, as higher 
money supply facilitates investment in financial markets. The adjustment process to long-run 
equilibrium was stable and rapid, with deviations corrected by 65.3 percent in each period. 
Moreover, real GDP plays a crucial role in driving stock market performance, with a positive 

and significant relationship in both the short and long run. This finding reflects the close 
association between economic growth, corporate earnings, and investor confidence. Remit-
tance inflows, however, show no significant long-run relationship with the NEPSE index. 
Perhaps, it suggests that remittances are predominantly directed toward consumption or real 
estate rather than stock market investments. Overall, this study highlights the importance of 
macroeconomic stability, particularly in managing money supply and interest rates, to foster 
sustainable growth in Nepal’s stock market. It also provides critical insights for policymakers, 
investors, and stakeholders on the interplay between economic factors and stock market 
dynamics. 
 

economic, technological, political and cultural. The marketer studies the relationship between 
marketing stimuli and consumer response. These stimuli pass through the buyer’s box which 
produces the buyers’ responses. 

 Consumer buying behavior refers to the decision-making processes and actions of 
consumers when they purchase goods or services. Understanding this behavior is essential for 
businesses to align their products, marketing strategies, and customer engagement effectively. 
The buyer is considered a black box, because his mind cannot be imagined, as to his buying 
decision. The buying decision depends on his attitude, preferences, findings, etc. (Pillai et al., 
2012). Modern consumer behavior is shaped by several key trends, with digital influence 
playing a pivotal role. Wahdiniawati et al. (2024) found that perceived usefulness, particularly 
timesaving, significantly influences both interest and trust. Trust mediates the relationship 
between perceived usefulness and interest, highlighting the complexity of factors influencing 
online shopping behavior. The study suggests enhancing perceived usefulness and trust through 
improved service quality, customer engagement, and transparency in return policies. Addition-
ally, sustainability has become a major driver of consumer preferences. At the same time, 
Baviskar et al. (2024) examined consumer behavior toward sustainable product choices, focus-
ing on visual trends and environmental impact awareness. Despite a preference for sustainable 
products, non-reusable plastics remain popular. The findings highlighted the need for education 
and practical measures to promote sustainable choices. Casaca and Miguel (2024) revealed that 
personalization is transforming modern marketing strategies, enhancing customer satisfaction, 
engagement, retention, and trust, thereby reshaping business connections with customers.

Empirical Review

 Boby Joseph and Khannal (2011) studied Nepali teenagers’ buying behavior towards 
mobile phones, comparing urban, semirural, and rural areas. The study concluded that factors 
such as brand choice, information source, decision-making factors, financial sources, and 
product satisfaction levels influenced the buying behavior of smartphones.

 Mini (2019) revealed that changing consumer buying preferences and resulting changes 
in smartphone behavior are influencing middle-aged consumers’ preference for internet brows-
ing as the most popular feature in smartphones, with advertisements playing a significant role in 
this decision.

 Maliha et al. (2020) found that regulatory focus influences consumer behavior in 
purchasing smartphones, controlling perception, rationale, and lifestyle. Quality of a product is 
the most important factor, followed by price, brand and product uniqueness, camera function, 
and operating system. Sales promotions are less important for those interested in trying different 
brands of mobile devices.

 Fulzele and Chirde (2022) revealed that some people are influenced to buy smartphones 
from the advice of their relatives or friends or by seeing many offers/discounts and least people 
are influenced by advertisements.

 Rai et al. (2023) conducted a study on smartphone purchasing behavior, focusing on 
device qualities, social factors, pricing, and brand image. The results showed that product 

2024-25 (Custom Department, 2024).

 Communication is a crucial aspect of corporate life, with cell phones becoming a 
reliable and effective means of communication (Uddin et al., 2014). Smartphones are a rapidly 
growing form of communication, offering instant connections and information access (Chan, 
2015). Mobile culture is influenced by three key trends: communication services like voice, 
text, and pictures, wireless internet services like browsing, corporate access, and email, and 
various media services like movies, games, and music (Hansen, 2003). Smartphones provide 
numerous benefits to society, such as immediate calls, SMS, work scheduling, GPS, internet 
access, entertainment, application downloads, data storage, and even legal assistance (Ling et 
al., 2001). Most people worldwide have widely adopted smartphones, making them indispens-
able to their everyday lives. Joshi and Mathur (2023) revealed that product features, affordabili-
ty, brand reputation, convenience, and trust all influence the smartphone industry. Vishesh et al. 
(2018) indicated that speed and performance, brand and advertising, and finally recommenda-
tions and reviews had the greatest beneficial effects on determining the buying behavior of 
smartphones. 

 In context to Nepal, Humagai (2022) revealed that variables like, promotional cam-
paign, price, after-sales service, mobile attributes, brand name, family and friend influenced 
influence on the buying behavior of smart phones among the Nepalese consumers. Similarly, 
the paper also found no significant relationship between gender, occupation, income level, and 
marital status, but a significant relationship between education level and age for mobile 
purchase decisions. Similarly, Tiwari (2024) on consumer buying smartphones in Butwal City, 
the study found a positive correlation between formativeness, creditability, entertainment, and 
incentives in advertising, that increased purchase intention, while credible advertisements and 
entertaining ones led to increased intention. More research is needed on the factors influencing 
smartphone purchasing decisions in Nepal. Hence, this study tries to find out the factors affect-
ing consumer buying behavior for smart phones in Nepal.

Review of Literature

Theoretical Review

Buying Behavior

 Marketing identifies and satisfies the needs of target customers. Marketers must under-
stand how customers select, buy, use and dispose of products. They must know the behavior of 
their customers.

 Human behavior is a very complex process. No two customers always behave in the 
same way. Marketers must understand why customers behave as they do. Buyer behavior 
influences customer’s willingness to buy. Buyer behavior is concerned with the activities of 
customers. It involves decisions by buyers. They can be consumers or organizations (Agrawal, 2016).  

Consumer Buying Behavior

 A marketer is always interested in knowing how consumers respond to various market-
ing stimuli-products, price, place and promotion and another stimulus, i.e. buyer’s environment- 

 SMARTPHONE CONSUMPTION IN  Nepal has seen 
significant growth over the past decade, driven by increasing 
internet penetration, the availability of affordable smartphones, 
and the rise of digital services. With the expansion of 4G 
networks and more affordable data plans, internet usage has 
surged, making smartphones a necessity for staying connected. 
The data from the Department of Customs of Nepal shows that 
more than 990 thousand sets of smartphones are seen imported 
from different nations during the first five months of fiscal year 

pricing, social variables, and brand image significantly influence consumer behavior, while 
product attributes did not significantly impact consumer behavior. The study highlights the 
importance of understanding these factors in smartphone purchasing decisions.

 Boutaleb (2024) in his study on smartphone buying in Arar province, Saudi Arabia, 
found that personal, external, and gender characteristics account for 41.7 percent of the variance 
in purchasing decisions. These variables, along with gender, significantly influence smartphone 
purchasing behavior. Personal characteristics have a stronger influence on the decision to buy a 
smartphone.

Methodology

 The paper concerns the consumer buying behavior for smartphones. Hence, the paper 
has taken opinions from the potential consumers of smartphones.  To obtain the research objec-
tives, the paper follows a descriptive as well as a casual comparative research design. About 
15,000 people own a smartphone at Banepa Municipality as per the Central Bureau of Statistics 
(CBS) as of the year end of 2021. Among them 235 smartphone users and consumers were 
selected randomly from Banepa Municipality as a sample for the paper. A convenience sam-
pling technique is followed in the paper. The required data for the paper was collected through 
field visit. Potential respondents were reached to get their opinions.

 The paper has used the questionnaire used in the paper of Vishesh et al. (2018). The 
constructs used in the paper of Vishesh et al. (2018) have been followed to develop the ques-
tionnaire for the study.  A five-points Likert scale is used to measure the buying behavior of the 
Nepalese smartphones’ consumers in Nepal. A scale of ‘1’ to ‘5’ was used to measure the 
buying behavior of smartphone users where ‘1’ is indicated for ‘least important’ and ‘5’ for 
‘most important’ Correlation coefficient is a statistical measure that describes the strength and 
direction of a relationship between two variables.

 The paper has adopted Cronbach’s alpha to determine the reliability of the instrument 
used for the survey. Hence, the following outcome was seen after the reliability test:

Table 1

Reliability Result 

Constructs   Initial Items  Items Dropped  Alpha Value
Reviews and Recommendations 4   2  0.342
Marketing Attributes+   18   10  0.732
Features*    16   12  0.778
Buyer’s Behavior   6   4  0.546

Note. *Features include features 1: Speed and Performance, Features 2: Battery, Features 3: 
Camera, Features 4: Design and Color, and Features 5: Exchange Possibility. +A new construct, 
namely, marketing attributes is developed to enhance the reliability by adjoining price advan-
tage, physical dimension, brand and advertisement, and finally availability.

Sex Responses Age 
Group 

Responses Education Responses Occupation Responses 

Male  117 (50.0) Below 
20 

9 (3.8) Illiterate 19 (8.0) Self-employed 52 (22.0) 

Female 118 (50.0) 21-30 99 (42.1) SEE 19 (8.0) Teacher 9 (4.0) 

  31-40 80 (34.0) SLC 61 (26.0) Students 103 (44.0) 

  41 and 
above 

47 (20.0) Bachelor 71 (30.0) Business 19 (8.0) 

    Master 61 (26.0) Housewife 5 (2.0) 

    PhD 4 (2.0) Government 
Job 

14 (6.0) 

      Intern 14 (6.0) 

      Agriculture 5 (2.0) 

      Army 5 (2.0) 

      Unemployed 5 (2.0) 

      Retired 5 (2.0) 

Total 235 

 

 Table 4 shows that an overall average of 3.57 points for marketing factors indicate a 
moderate level of agreement across all factors, with availability having the highest impact and 
price advantages the lowest. Price advantages moderately influence purchasing decisions, with 
slightly more importance given to flexible payment plans. Physical dimensions like screen size 
and thickness are relatively important, but opinions are diverse. The popularity of the brand and 
advertisement frequency significantly affect consumer behavior, with branding being slightly 
more influential. Availability factors, such as multi-brand outlets and proximity of service 
centers, are the most influential in purchasing decisions. In general, respondents value conve-
nience (availability) and brand reputation over price considerations. Preferences are diverse, 
particularly regarding physical dimensions, which may depend on individual user needs. Adver-
tisement effectiveness and brand popularity are critical for influencing consumer attitudes but 
rank slightly below availability.

Opinions on Features

 The opinions on features are summated opinions on speed, battery, camera performance, 
design and color, and finally exchange possibilities. The table below illustrates the opinions on 
features on smartphones:

Table 5

Opinions on Features

Items        Mean Std. Deviation Skewness
I would prefer a phone, which gets me better pictures clicked.  3.90 1.04  -0.30
I would prefer a phone that will not hang while performing multiple 
operations.       3.85 1.04  -0.37
Fast battery charging capability in a phone influences my buying 
decision towards that phone.     3.77 1.07  -0.24
Availability of an attractive exchange offer for my old phone while purchasing a 
new mobile phone influences my buying decision favorably towards that phone. 3.53 1.06  0.01
Overall Average       3.76  

Note. Field Survey, 2024.

 Table 5 indicates a strong agreement that consumers prioritize a phone with better 
picture quality. Consumers strongly value a phone’s ability to handle multiple operations 
without lagging. The fast charging capability is an important factor, though slightly less than 
picture quality or multitasking. A moderate preference for exchange offers, making it the least 
influential among these factors. The overall mean of 3.76 indicates that technical features 
(picture quality, multitasking, fast charging) significantly influence purchase decisions, while 
promotional aspects like exchange offers are somewhat less impactful. One of the opinions, 
skewness is 0.01, being close to zero, shows a symmetrical distribution of responses.

Opinions on Buyer’s Behavior

 The table below illustrates opinions on the buyer’s behavior of smartphones among 

Nepalese customers:

Table 6

Opinions on Buyer’s Behavior

Items       Mean Std. Deviation Skewness
I got better convenience value.    3.91 1.06  -0.42
I achieved emotional value.    3.52 1.08  0.08

Overall Average      3.71  

Note. Field Survey, 2024.

 Table 6 shows a strong agreement that consumers feel they derive convenience value 
from their purchasing decisions. Similarly, another opinion indicates a moderate level of agree-
ment that purchases provide emotional value, though it is less influential compared to conve-
nience. The overall mean of 3.71 suggests that convenience value plays a stronger role than 
emotional value in influencing consumer behavior. One of the skewness values, i.e. 0.08, 
reflects a nearly symmetrical distribution of responses. 

 The matrix below illustrates the correlation coefficients among the selected variables for 
the paper.

Table 7

Correlation Matrix

Note. ** Correlation is significant at the 0.01 level.

 Table 7 represents the correlation matrix for constructs related to buyer's behavior, 
review and recommendations, features, and marketing attributes. 

 ‘Review and recommendations’ are seen having a positive correlation with features 
(+0.515**) and marketing factors (+0.366**). A moderate positive relationship with buyer’s 
behavior (+0.432**), indicating that reviews and recommendations significantly influence 
buyer's decisions.

 Features: have a strong positive correlation with ‘review and recommendations’ 
(+0.515**) and buyer’s behavior (+0.491**). A moderate positive relationship with marketing 
attributes (+0.465**), suggesting that features of a product are influenced by marketing strategies.

 Marketing attributes have a significant correlation with features (+0.465**) and ‘review 
and recommendations’ (+0.366**). There is a weak and non-significant correlation with buyer's 
behavior (+0.123, p = 0.060), indicating that while marketing factors are important, their direct 

 This section contains the majority of studies from both domestic and foreign contexts. Since 
QR code technology is new, not much research has been done on it. Early studies on QR codes 
focused on using the technology in various contexts. However, many studies avoid employing QR 
codes in Nepal's provincial context. Thus, the goal of this study was to look into how QR codes are 
used in different provinces in Nepal. 

Methodology

 The research was based on a descriptive research design. A structured questionnaire was 
used to gather data from QR code users, who were frequently considered a sample for the study. The 
questionnaire was based on the users' demographic profiles and also considered questions about 
using QR services. 

 A structured questionnaire utilized for survey research was used to gather data from the 208 
respondents using purposive sample procedures (Cooper & Schindler, 2014; Greener, 2008). The 
study's population is split into seven province clusters using the cluster sampling probability sample 
technique: Koshi, Madhesh, Bagmati, Gandaki, Lumbini, Karnali, and Sudurpaschim.
The structured questionnaires were prepared to obtain demographic information regarding gender, 
age, occupation, education, province, areas, and purpose of using the QR code. It also focused on 
gathering information about QR code usage per month. Data were driven into SPSS software for 
analysis. Frequency and cross-tabulation were used to analyze the data. Bar diagrams and pie charts 
presented demographic information and summarized the results with several references on national 
and international context in the discussion section.  



of money supply on stock prices and stock indices is a significant area of research, revealing 
complex relationships influenced by various macroeconomic factors (Erdugan, 2012). In other 
words, the stock price is the outcome of the overall macroeconomic performance of a national 
economy including money supply (Bhattacharjee & Das, 2021; Muchir, 2012).  In this context, 
the relationship between money supply and stock market performance is essentially a reflection 
of capital market and money market (Wang, 2016). The relationship between money supply and 
stock prices has long been a focal point of economic and financial research, as it encapsulates 
the intricate interplay between monetary policy and capital markets (Sirucek, 2013). Money 
supply, typically represented by broad money, serves as a key indicator of liquidity in an econo-
my, influencing interest rates, inflation, and investment behavior (Lacey, 2021; Bhattacharjee & 
Das, 2021; Devkota & Dhungana, 2019). Stock prices, on the other hand, reflect investor 
sentiment, corporate performance, and broader economic dynamics. 

 Theories suggest that changes in money supply can significantly impact stock market 
performance, both directly and indirectly, through various transmission channels (Gunardi & 
Disman, 2023). In this context, understanding this nexus is critical for policymakers, investors, 
and economists, as it provides insights into how monetary interventions affect asset markets and 
economic stability. This paper examines the dynamic relationship between money supply and 
stock market performance, with a focus on short-run and long-run interactions in varying 
economic contexts. Globally, there are extensive studies on the impact of money supply on 
stock indices, but limited research exists exploring these dynamics in emerging economies, 
especially in the context of Nepal. To have better understanding of the effect of money supply 
and stock market performance in the Nepalese context, it is essential to investigate empirically. 
Moreover, this study examines the mechanisms through which money supply affects stock 
prices and indices, supported by empirical evidence from various contexts. Therefore, the 
pertinent research questions are proposed as follows: How does money supply influence stock 
market performance in Nepal? What is the role of other macroeconomic variables, such as 
interest rates, constant GDP, and remittance inflow, in shaping stock market dynamics? Is there 
evidence of speculative stock bubbles resulting from changes in the money supply in Nepal? In 
this regard, the objectives of the paper are to examine the impact of money supply on stock 
market performance in Nepal, including the role of other macroeconomic variables such as 
interest rates, constant GDP, and remittance inflow, and provide suggestions to policymakers 
and stakeholders for policy implications. 
 

Review of Literature 
Theoretical Perspectives

 Stock market performance is crucial for economic prosperity, capital formation, and 
sustainable economic growth as it facilitates resource flow, investment opportunities, pooling 
funds, sharing risk, and wealth transfer between savers and users (Subedi, 2023). The relation-
ship between money supply and the stock market composite index is a well-researched area in 
economics and finance around the globe, where several theories provide frameworks to under-
stand this relationship.

  The Quantity theory of money as the equation MV=PQ, suggests that an increase in 
the money supply leads to inflation if the output (Q) remains constant. It means as the money 

supply increases, the liquidity improves, which in turn leads to encouraging more investments 
in the stock market and raises stock values. Conversely, if inflation increases as a result of 
excessive money in circulation, stock values may suffer as actual returns on investments 
decline (Fisher, 2006). Efficient Market Hypothesis (EMH) asserts that stock prices reflect all 
available information, including monetary policy signals (Fama, 1970). Therefore, the changes 
in money supply are incorporated into stock prices as investors adjust their expectations about 
future earnings and inflation. Therefore, money supply changes can have immediate effects on 
composite stock indices, depending on the degree of market efficiency.

 Lucas (1972) developed the Rational Expectations Hypothesis and postulated that 
investors incorporate changes in money supply into their expectations about future economic 
conditions thereby influencing stock prices. It asserts that anticipated increases in money 
supply may already be reflected in stock prices, where unexpected changes can create volatili-
ty. Therefore, stock markets respond to the unanticipated component of money supply chang-
es. Modigliani and Cohn (1979) argue that money supply increases can raise inflation expecta-
tions.  Essentially, if inflation rises, it reduces the present value of future cash flows from 
stocks, adversely affecting stock prices. Therefore, the effect of money supply on stocks prices 
depends on whether inflation expectations are stable or rising. Behavioral Finance theories 
argue that the sentiment of investors and psychological factors expand the effects of money 
supply changes on stock prices (Shiller, 1981). It is observed that during periods of increased 
money supply, euphoria prevails and may lead to the overvaluation of stocks. Therefore, the 
theory states that the increase in money supply cognitive biases and herd behavior influence 
stock indices.

Empirical Review

 The nexus between money supply and the market stock performance is a widely 
studied and discussed matter in macroeconomics and financial economics to have a better 
understanding of this relationship. The summary is presented subsequently. 
Table 1
Literature Review Matrix

Understanding Buying Behavior among the .....
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 In summary, these studies have provided valuable insights into the short-term and 
long-term interactions between money supply, along other macroeconomic variables on stock 
market indicexisting studies mentioned above predominantly focused on the developed econo-
my context, with limited attention to a unique economic structure of Nepal. Similarly, most 
studies report a positive correlation between the money supply and stock prices or stock 
indices, contrasting evidence on causality and the role of macroeconomic variables indicates 
the need for a localized investigation. In conclusion, this review identifies gaps in understand-
ing the money supply dynamics in emerging economies like Nepal, highlighting the need for 
further investigation into the impact of changes in money supply on stock market performance 
and stability, thereby setting the stage for further research in Nepal.

Methodology

Research Design

 This study has adopted a quantitative research design to analyze the relationship 
between money supply, interest rates, and stock market performance in the Nepalese contest. 
The research uses time-series analysis using econometric techniques to capture the dynamic 
interactions among the variables included in the model over time. Similarly, the study is 
explanatory in nature and employs statistical models to fulfill the objectives of the research. 

Variables, Data, and Their Sources

 This study used secondary annual data on some selected macroeconomic variables of 
Nepal viz., broad money supply(M2), interest rate, GDP at a constant price, remittance inflow 
in Nepal and Nepal Stock Exchange (NEPSE) index from 1994 to 2023. They are presented 
below:

Table 1 

Variables, Data and Their Sources
Variables Nature   Definition   Sources
NEPSE  Dependent Variable Stock Market Performance Nepal Rastra Bank
M2  Independent Variable Broad Money Supply  Nepal Rastra Bank
IR  Independent Variable Interest Rate   Nepal Rastra Bank
RGDP  Control Variable GDP at Constant Price  Nepal Rastra Bank
RMT  Control Variable Annual Remittance Inflow of Nepal  Nepal Rastra Bank

Analysis Tools and Techniques

 The data analysis process involves descriptive statistics, stationarity tests, granger 
causality tests, ARDL methods of co-integration. Similarly, diagnostic tests like RESET test, 
Breusch-Godfrey Serial Correlation LM Test, Normality test, Heteroscedasticity test, stability 
test are done and they are subsequently discussed hereunder. The computer software EVIEWs 
10 was used for data analysis. 
Specification of the Empirical Model

 To fulfill the objectives of the study, the researcher has developed an empirical model 
for testing the hypothesis in functional form as follows:
NEPSEt = f(M2t , IRt ,RGDPt , RMTt)                            ...(1)
 In equation (1) above, NEPSEt, M2t, IRt, RGDPt, RMTt denote the Nepal Stock 
Exchange, broad money supply, GDP at constant price and annual remittance inflow in Nepal 
for the time ‘t’ respectively. The model given in equation (1) can be transformed into a loga-
rithmic econometric model as follows.
lnNEPSEt =  α + lnβ1T(M2t) + lnβ2(IRt)  +lnβ3(RGDP)t  +lnβ4(RMT)t + et         …(2)
 In equation (2) above symbols α denotes intercept, and β i implies slopes parameters to 
be estimated, ln stands for natural logarithm, remaining acronyms are as defined above in 
equation (1). Likewise, α and β are parameters to be estimated. 
ARDL Model

 The general form of an ARDL (p, q) model is:

In the above equation (3), Y_t is the outcome variable, X_(t-j) denotes explanatory,  α_i and β
_j  are coefficients, p and q are the lag orders, and ε_t is the error term.
The ARDL model is estimated based on the number of lags suggested by the information 

criteria suggested in the lag length selection criteria. Generally, Akaike Information Criterion 
(AIC), Hannan-Quinn Criterion (HQC) or the Schwartz Bayesian Criteria (SBC) can be used 
in order to choose the optimal lag.  
 F- bound test is essential for examining long-run relationship of the variables included 
in the model. Hence, to test if the variables have a long-run relationship, the F-test was 
performed based on the following Pesaran, Shin and Smith (2001) generalized form of applied 
ARDL model. Therefore, model for F- bound test is given below:

 In equation (4), β0 , β1, β2 … β5  are coefficients to be estimated and subscript t-1 
implies lagged value, Δ represents the first difference of the variables. Similarly, γi, δj, λk, θl, 
μm  are the short-run dynamics (coefficients of the first differenced variables). Others are 
described as follows:
lnNEPSEt = The natural log of the Nepal Stock Exchange index.
lnM2t-1 = The natural log of money supply at time t-1.
lnIRt-1  = The natural log of interest rates at time t-1.
lnRGDPt-1  = The natural log of real GDP at time t-1.
lnRMTt-1  = The natural log of remittance inflow at time t-1.
εt   = Error term.
 The ARDL model for estimating long-run coefficient can be specified as follows:

ln(NEPSE)t=β0+ β1 ln(M2)t+ β2 ln(IR) + β3ln(RGDP)t + β4ln(RMT)t +  εt  …(5)

 Moreover, the ECM in the ARDL approach to co-integration, the lagged error correc-
tion term is generated out of the long-run coefficients to replace a linear combination of the 
lagged variables, and the model is re-estimated at the optimum lags selected by using model 
selection criterion (Bahamani & Ardalani, 2006). The ECM for estimating short-run coeffi-
cient and error correction term is presented as follows:

Δln(NEPSE)t=∝ + δ_j Δln(M2)t-j+ λ_k Δln(IR)t-k+ θ_lΔln(RGDP)t-l + μ_mΔln(RMT)t-m + 

γECTt−1+ εt            …(6)
 In equation (6), ∝ , δ_j, λ_k, θ_l, μ_m, and γ are coefficients to be estimated. Others 
are described hereunder.
ΔlnNEPSEt  = Lagged change in the natural log of the Nepal Stock Exchange index.
ΔlnM2 t-j  = Lagged change in the natural log of money supply at time t-j.
ΔlnIRt-k = Lagged change in the natural log of interest rates at time t-k.
ΔlnRGDPt-l  = Lagged change in the natural log of real GDP at time t-l.
ΔlnRMTt-m = Lagged change in the natural log of remittance inflow at time t-m.
ECTt−1  =Error correction term lagged by one period.
εt   = Error term.
 Finally, the ARDL model tries to find the best linear unbiased estimator (BLUE) and 
thereby diagnostic tests need to be conducted. In this, regard, the researcher has also gone 

through such tests. Therefore, diagnostic test, such as Ramsey Regression Equation Specifica-
tion Error Test (RESET) test, is a general specification test for the linear regression model, LM 
Test for Serial Correlation, Test for Heteroscedasticity, J-B test for the normality of the residu-
als and CUSUM and CUSUMSQ test for the stability are conducted and reported.

Results and Discussion

 The estimated results presented in Tables 2 to Table 9 present results of data analysis. 
The analysis results are given and discussed subsequently.

Descriptive Statistics

 Table 2 shows descriptive statistics for included variables for the analysis from 1994 to 
2023. The acronym lnNEPSE denotes NEPSE index in log form. Its mean and median are 
6.4959, and 6.5278 respectively, indicating slight symmetry. Likewise, the skewness is 0.094 
(near 0, suggesting symmetry), kurtosis is1.745 (below 3, implying a flat distribution), and 
Jarque-Bera (JB) Probability is 0.4326, indicating the data follows a normal distribution. 
Another, acronyms lnM2 denotes Money Supply in log form. Its mean and median are 
11.44612 and 11.43098, suggesting symmetry. The skewness is 0.0768 (near 0, indicating 
symmetry). The kurtosis is 1.62399 (less than 3, flat distribution) and JB Probability is 0.3684, 
supporting normality. Another acronym lnIR denotes interest Rate in log form. Its mean and 
median are 0.7067 and 1.0919 in which mean is less than median, indicating potential left 
skewness. Another parameter, skewness is -0.6987 (negative, suggesting left-skewed distribu-
tion). Likewise, kurtosis is 2.5390 (below 3, moderately flat). Finally, JB Probability: 0.3237, 
indicating approximate normality. The acronym lnRGDP denotes Real GDP in log form. Its 
mean and median are 11.5852, and 12.0028, here mean is less than median, suggesting slight 
left skewness. The skewness for this is −0.1851 (near 0, weakly left-skewed). The kurtosis is 
1.1759 (far below 3, flat distribution). JB Probability is 0.1646, borderline normality. Finally, 
the acronym lnRMT denotes remittance in log form. Its mean and median are 10.1604 and 
10.490, here mean is less than median, indicating potential left skewness. The skewness, 
kurtosis and JB Probability are -0.5734(moderate left skewness), 2.2507(below 3, flat distribu-
tion), and 0.3763 (moderate left skewness) respectively.

Table 2 

Descriptive Statistics
Parameters lnNEPSE lnM2  lnIR  lnRGDP lnRMT
 Mean  6.4959  11.4461 0.7067  11.5852 10.1604
 Median 6.5278  11.4310 1.0919  12.0028 10.4900
 Maximum 7.9667  13.3262 2.1066  12.4604 11.7122
 Minimum 5.3223  9.6343  -1.8326  10.6109 7.1438
 Std. Dev. 0.8044  1.2036  1.0415  0.7671  1.2866
 Skewness 0.0944  0.0770  -0.6987  -0.1851  -0.5734
 Kurtosis 1.7457  1.6240  2.5390  1.1759  2.2507
 Jarque-Bera 1.6758  1.9970  2.2557  3.6088  1.9549
 Probability 0.4326  0.3684  0.3237  0.1646  0.3763

Note. This table demonstrates the descriptive statistic result as for the variables computed by 
the author based on the data of respective variables from 1994-2023. 
The descriptive statistics shows that most variables exhibit approximate normality, with some 
left-skewed or flat distributions. 

Unit Root Test Result

 Augmented Dicky Fuller (ADF) test result and Phillip-Perron (PP) test result is sum-
marized subsequently. The ADF test evaluates the stationarity of variables by testing for unit 
roots at levels and at the first differences. The Table 3 results show that lnNEPSEt and ln IRt 
are stationary at levels I(0) and I(1) both. But, lnM2t, lnRGDPt, and lnRMTt are stationary 
only after the first difference I(1) and non-stationary at levels. These results clearly indicate 
that the variables are integrated at level, I(0) and after first difference I(1). Similarly, Phil-
lip-Perron test result also shows a variable interest rate which is stationary at level I(0) and 
after first difference I(1) both. Reaming other variables are stationary only after first difference 
I(1)(Table 3). These results are crucial for selecting the ARDL model as an appropriate econo-
metric approach for co-integration analysis and examining the relationships among these 
variables. 

Table 3
Summary of Unit Root Test Result

Note. This table demonstrates the Augmented Dickey Fuller test result as computed by the 
author based on the data of respective variables from 1994-2023. The symbol ** and *** 
implies statistical significance at 5 percent and 1 percent respectively.

Lag length Selection 

 In time series analysis, the optimal lag selection is very crucial and quite sensitive in 
the case of time series analysis. The VAR Lag Order Selection Criteria are given in Table 4. 
The study uses criteria like LR, FPE, AIC, SC, and HQ to identify the optimal lag length for a 

 Table 1 shows the construct ‘reviews and recommendations;’ and is seen as unaccept-
able, the alpha values are seen quite below the threshold of 0.7. 

Results and Discussion

 This section covers the analysis of the data collected from the respondents and a discus-

sion of the results.

Respondents’ Profile

 The table below illustrates the summary of the respondents’ profile:

Table 2

Respondents’ Profile

Note. Field Survey, 2024.

 An equal number of both genders are seen within respondents. The predominance of 
younger age groups and students suggests a study that may cater to or reflect the preferences of 
a younger demographics. The majority have formal education beyond secondary school, which 
may influence their perspectives and preferences. A mix of occupational backgrounds provides 
a broad understanding of societal perspectives, but the study is dominated by students and 
self-employed individuals.

Opinions on Reviews and Recommendations

 The table below illustrates the opinion on the reviews and recommendations while 
buying smartphones:

Table 3

Opinions on Reviews and Recommendations
              Std.
Items        Mean  Deviation Skewness
The recommendations of my friends/relatives for any phone makes 
me favorably disposed towards buying that phone.   3.91  0.98 -0.51
The review ratings given for any phone model affect my purchase decision. 3.72  1.04 -0.21
Overall Average       3.82  

Note. Field Survey, 2024.

 Table 3 shows that consumers generally agree the recommendations from their social 
circle significantly in their buying decisions. Review ratings also play an important role in 
purchase decisions, though slightly less than personal recommendations. The overall mean of 
3.82 suggests that both personal recommendations and review ratings are influential factors, 
with recommendations carrying slightly more weight. Both opinions are negatively skewed.

Opinions on Marketing Attributes

 The table below illustrates the opinion on the marketing attributes, i.e. price advantage, 
physical dimension, brand and advertisement, and availability while buying smartphones:

Table 4

Opinions on Marketing Attributes

  

Note. Field Survey, 2024.

impact on buyer behavior might be less pronounced.

 Buyer’s behavior has the strongest correlation with features (+0.491**) and ‘review 
and recommendations ‘(+0.432**). Similarly, there is a weak correlation with marketing 
attributes (+0.123, p = 0.060), showing that buyers prioritize product features and reviews over 
marketing efforts.

 Features and ‘reviews and recommendations’ are the most critical factors influencing 
buyer behavior. Marketing attributes have limited direct influence on buyer behavior but are 
moderately connected to features and reviews, indirectly affecting decision-making. Strategies 
focusing on improving product features and leveraging positive reviews and recommendations 
may yield better consumer responses than purely increasing marketing efforts.

Summary of Regression Analysis 

 As Table 1 shows low reliability for the ‘reviews and recommendations’ factors, the 
respective variable is dropped from further analysis. The summary of the regression results 
has been illustrated below:

Table 8

Summary of Regression Analysis 

Model     Beta  T-statistics p-value  VIF
(Constant)    2.426  5.916  0.000 
Marketing Attributes   -0.267  -2.090  0.038  1.275
Features    +0.596  8.637  0.000  1.275
R-Square   0.255   
F-Statistics   39.65   
    (0.000)   
DW Statistics   1.863   
Note. Predictors: Marketing attributes, features; Dependent variable: Buyer’s behavior.

 R-Square (0.255) indicates that 25.5% of the variance in smartphone buying behavior 
is explained by the independent variables. Similarly, adjusted R-Square (0.248) showing a 
slightly lower but still meaningful explanatory power. F-Statistics (39.65, p < 0.001) indicates 
that the overall model is statistically significant.

 The coefficient (-0.267) suggests that an increase in marketing attributes decreases the 
dependent variable by 0.267 units, holding other variables constant. The T-statistics (-2.090) 
indicates the significance of this variable, with a p-value of 0.038 (<0.05), confirming that the 
effect is statistically significant. Similarly, the coefficient (+0.596) indicates that an increase 
in features improves the dependent variable by 0.596 units. The T-statistics (8.637) and 
P-value (0.000) show strong statistical significance. 

 All VIF values are below 10, suggesting no multicollinearity issues among the inde-
pendent variables. Durbin-Watson Statistics (1.863), i.e. close to 2, indicating no significant 
autocorrelation in the residuals.

Discussion

 Boby Joseph S.J. and Khannal (2011) factors such as brand choice, information source, 
decision-making factors, financial sources, and product satisfaction levels influenced the buying 
behavior of smartphones, while this paper found that physical dimensions, reviews, and recom-
mendations followed by features of the smartphones determined the buying behavior among 
Nepalese customers. Nepalese smartphone customers are seen as more concerned about features 
but no concern towards the advertisement of smartphones, which shows one the contradictors to 
Maliha et al. (2020) and Fulzele and Chirde's (2022) findings, where the researchers stated 
quality of a product is the most important factor, followed by price, brand and product unique-
ness, camera function, and operating system. Rai et al. (2023) concluded that product attributes 
did not significantly impact consumer behavior in smartphone purchasing decisions, while the 
current study did not ignore the various features of smartphones.

Conclusion and Implications

 The analysis provides key insights into the factors influencing smartphone buying 
behavior among consumers, highlighting the relative importance of various factors and their 
interactions with buyer behavior. The study reveals that functional and technical attributes like 
picture quality, multitasking capability, and fast charging significantly predict consumer behav-
ior, while social circle recommendations and review ratings significantly influence buyer 
behavior, emphasizing the importance of trust and peer validation.

 While moderately correlated with buyer behavior, availability shows an insignificant 
negative impact on the regression model. This suggests that while consumers prefer conve-
nience and access, these factors are secondary to functional attributes and reviews.

 Factors like phone thickness and screen size have a weak positive correlation and an 
insignificant impact indicating that they are not primary drivers. The paper determined that 
market attributes do not significantly influence the purchasing decisions of smartphone users in 
Nepal. Instead, what truly matters to these consumers is the quality and features of the smart-
phones themselves. While there may be concerns about the reliability of the paper’s reviews and 
recommendations. It is important to recognize that these factors can still sway consumer behav-
ior in the smartphone market in Nepal.

 Smartphone manufacturers who intend to sell in the Nepalese market should prioritize 
enhancing technical features, as these significantly influence consumer decisions.  Leveraging 
social proof through reviews and recommendations is essential. Investments in influencer 
marketing or testimonials could amplify consumer trust and appeal. A balanced approach to 
pricing is necessary, focusing on value rather than competing solely on cost. Ensuring availabil-
ity in multi-brand outlets and accessible service centers remains important, albeit less critical 
than core product features.

 This study concludes that consumers are more influenced by functionality and social 
validation than by traditional branding or pricing strategies, which should guide manufacturers 
and retailers in aligning their offerings with buyer preferences.

Figure 2

Percentage of Security of Using QR Code
 

 Figure 2 indicates that 71.2% of respondents believed QR codes to be secure, 1.9% felt 
insecure, and 26.9% were unsure whether to utilize secure or insecure codes.

Figure 3 

Percentage of Trustworthiness of Using QR Code

 

 Figure 3 shows that 74% of participants fully trusted QR codes, while 2% did not. 24%, 
however, were not clear if they should be trusted or mistrusted when using QR codes. 
Cross-tabulation analysis was then performed according to monthly QR Code usage, and demo-

Conclusion

 The report offers a thorough grasp of how QR codes are being adopted and used in 
various regions for various purposes in the Nepalese context. The study concludes that the 
majority of Nepalese consumers use QR codes for financial transactions. The study's participants 
reported feeling secure when using QR codes. Although there have been improvements, the 
study also finds enduring security and trust issues that could prevent QR codes from being 
widely used if left unchecked. They are more comfortable using it in a variety of industries, 
including banking, education, travel and tourism, marketing, hotels and restaurants, and health.
The Pearson Chi-square and cross-tabulation also stated that there was a significant correlation 
between the monthly use of QR code mobile payments and gender, age, occupation, province, 
and education. This indicated some variation in the monthly proportion of mobile payments 
using QR codes by province, gender, age, occupation, and level of education. 
The study comes to the conclusion that although QR codes have the potential to completely 
transform payment systems in developing nations, it will take focused efforts to maintain securi-
ty, foster trust, and improve user education in several areas before they can be widely adopted 
and grow sustainably. So, the study is intriguing since it concentrates on a developing country 
and provides valuable perspectives for similar economies directing the transition to digital 
payment methods. 

Limitations and Future Implications

 The sample size for this study was small, and it only represents a portion of Nepal’s 
population. The results show the realities of growing markets with a young population and a 
relatively sensitive QR code, even though they might not apply to Nepali people. Thus, a larger 
sample size for this research could be more broadly applicable to the investigation of QR codes 
in Nepal.
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graphic status such as gender, age, occupation, province, and education. 

Cross-Tabulation Analysis

 Cross tabulation is a quantitative research technique used to examine the relationship 
between two or more variables. Furthermore, this study used chi-square tests to investigate 
differences in the distribution of categorical responses between groups (Black, 2010). The 
chi-square test was used to identify whether gender, age, province, education, and job status 
affected the monthly frequency of using QR code mobile payments. In the table below, several 
updated UTAUT viewpoint variables are descriptively analyzed. 

Table 1

Cross-tabulation between Gender and QR Code Usage Per Month

 The majority of people use quick response (QR) codes for mobile payments 10–20 times 
a month, as shown in Table 1. This also explains the 10–20 times per month that both men and  
women use QR code mobile payments. 

 In contrast, 18.40% of women use it 10–20 times per month, while 24% of men use it 
more than 40 times. Thus, men and women alike showed interest in utilizing the QR code 
service. P = 0.000, the Pearson Chi-square value of 30.559, was below the significance level of 
0.01 (1%). 
 Therefore, there was a significant correlation between monthly QR code mobile payment 
usage and gender. This indicated some variation in the monthly proportion of mobile payments 

using QR codes by gender.

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

Table 2

Cross-tabulation between Age and QR Code Usage Per Month

     Note. 

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

 The result was a desire to use the QR code service across all age groups. The chi-squared 
Pearson value of 36.505, P = 0.006, fell below the 0.05 (5%) significance level. The monthly 
utilization of QR code mobile payments was thus significantly correlated with age group. This 
indicated some variance in the proportion of each age group using QR codes for mobile 
payments each month.

 Table 3 shows that, with the exception of Karnali and Sudurpaschim, most people in all 
provinces use quick response (QR) codes to make mobile payments 10–20 times a month. 
This also explains why 50% of Karnali residents and 75% of Sudurpaschim use it more than 40 
times a month, compared to 45.70% of Koshi residents, 52.80% of Madhesh residents, 76.90% 
of Gandaki residents, and 64.30% of Lumbini Province residents. Accordingly, all provinces' 
respondents said they would like to employ the QR code service. 

Table 3

Cross-tabulation between Provinces and QR Code Usage Per Month

    Note.

 The chi-squared Pearson value of 57.624, P = 0.000, was below the 1% cutoff of 0.01. 
Therefore, there was a high correlation between the province and the monthly use of mobile QR 
code payments. The percentage of monthly mobile payments using QR codes therefore differed 
from province to province.  

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 

that the percentage of monthly QR code mobile payment usage varied by education level.

Table 4

Cross-tabulation between Education and QR Code Usage Per Month

        Note. 

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 
that the percentage of monthly QR code mobile payment usage varied by education level.

 Table 5 shows that except for self-employed and retired individuals, most people across 
all job levels use quick response (QR) codes to make 10 to 20 mobile payments each month. 
This also explains why 57.10% of independent contractors and 42.90% of retirees use it less 
frequently than ten times a month. Respondents from various educational backgrounds thus 
wished to utilize the QR code service. 

Table 5 

Cross-tabulation between Employment and QR Code Usage Per Month

    Note. 

 

 The Pearson Chi-square value was below the 5% cutoff at 26.548 (P = 0.033). Monthly 
utilization of mobile payments using QR codes was strongly correlated with educational status. 
Accordingly, the percentage of monthly mobile payments using QR codes varied by educational 
attainment. 

Discussion

 The importance of security and trust has been highlighted by the study on the adoption of 
QR code applications. The majority of respondents utilized QR codes in the banking sector, 
followed by the education sector, the hotel business, the health sector, and other industries like 
marketing, tracking, travel and tour, and shopping (Kim & Yoon, 2014; Ozkaya et al., 2015). 
According to this research work the proportion of monthly mobile payments made via QR codes 
varied somewhat by gender and age. Therefore, each province had a different percentage of 
monthly mobile payments made with QR codes. The use of QR codes for mobile payments each 
month was highly associated with educational attainment (Luitel, 2023; Mookerjee et al., 2022). 
The report also indicated that most respondents viewed QR codes to be secure and trusted 
(Gautam & Sah, 2023; Luitel, 2023).

 MONEY IS REGARDED as the center of macroeconomics 
and understanding the effect of the money supply is critical for macro-
economc theory (John & Ezeabasili, 2020; Palley, 2015). The impact 

Results and Discussion 

Respondents Status  

 The demographic statuses of the respondents were discussed in terms of sex, age group, 
provincial areas, professional status, and academic level. Most respondents were male, 58.2%, 
and the remaining were females. According to age group, most respondents were 20 to 24 at 
52.7%, 25 to 29 at 12.7%, and 30 to 34 with 11.8% of Bagmati at 49.1%, Madhesh with 19.1%, 
and 10.9% of Gandaki and remaining from other provinces. 

 Most respondents were bachelor's degree holders, with 69.7%, and master's degree 
holders, with 14.9%. It also shows that 8.7% of the total respondents were higher secondary 
level, and 2.4% were PhD. Degree and MPhil Degree educated. The majority of respondents 
were students, followed by employees; 10.1% were self-employed, 5.8% were housekeepers, 
3.4% were retired, and 2.4% were jobless.

QR Code Using Status  

 The following analysis illustrates the areas where QR is most commonly used, and the 
consumers' perceptions of security and trust in QR services to comprehend usage trends.

Figure 1

Percentage of Area Using QR Code

 

 Figure 1 shows that most of the respondents 35% used QR codes in financial sectors, 
26% in education areas, 12% in the hotel industry, and 10% in health and other sectors such as 
travel and tour, shopping, marketing, tracking, and so on. Thus, the research on QR codes 
revealed that most of Nepalese people utilized QR codes for financial areas for financial transac-
tions.

model. The majority of the criteria have been recommended for Lag 1, as it captures model 
dynamics effectively and maintains accuracy. In other words, this lag length allows for a 
comprehensive model improving forecast with accuracy and robustness.
Table 4 
Selection of Optimum lag 
 Lag LogL  LR  FPE  AIC  SC  HQ
0 -69.6404 NA    0.0003   6.2200   6.4654   6.2851
1  37.7375 161.0670*   3.81e-07*  -0.6448*   0.8277*        -0.2541*

Note. This table demonstrates the test result as computed by the author based on the data of 
respective variables from 1994-2023. 
 F-Bound testing 
 The ARDL bounds test is a statistical method used to determine the long-run relation-
ship among variables included in the model. Evidently, the F-statistic value is 5.063 and it is 
above the upper bound at all levels of significance (1 %, 5 %, and 10 %). Since 5.063 > 4.37 
(the highest critical value for I(1) bond at 1 percent, we can reject the null hypothesis at the 1 
percent level and conclude that there exists a statistically significant long-run relationship 
between the outcome variable and the predictors included in the ARDL model(Table 5). 
Table 5
F-Bound Test Result
Null Hypothesis: There is no long-run relationship
Test Statistics  Values  K(Explanatory Variables
F-Statistics  5.063  4
Critical Value Bonds
Level of significance I(0) Bonds I(1) Bonds
10 percent  2.2  3.09
5 percent  2.56  3.49
1 percent  3.29  4.37
Note. This Table shows the F-bound test for co-integration results as computed by the author 
based on the data used for the variables spanning from 1994-2023.
Granger Causality Test Result

 The Granger causality test is a statistical hypothesis test used to determine whether 
one-time series data can predict other data belonging to certain variables included in the time 
series model. It was developed by Granger (1969) and evaluates the causal relationship 
between two variables in the sense of temporal precedence. Therefore, the result of Granger 
causality is summarized as follows:
Table 6
Granger Causality Test Result

Note. This Table shows the Granger causality test result as computed by the author based on 
the data used for the variables spanning from 1994-2023.
  In summary, broad Money Supply Granger-causes the NEPSE index, indicating that 
liquidity significantly impacts stock market performance. Likewise, real GDP Granger-causes 
the NEPSE index. But, there is weak evidence that the NEPSE index may also Granger-cause 
GDP. Interest Rate and Remittance Inflows show no Granger causality with the NEPSE index 
in either direction.
Estimated Long Run Coefficients
 Table 7 below shows the estimated long-run coefficients of the ARDL model and 
provides valuable insights into the relationships between the outcome variable NEPSE index 
and the independent and control variables included in the model. 
Table 7
Estimated Long Run Coefficients using the ARDL Approach
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variables Coefficient(Standard error) t-Statistic P. Value
lnM2  1.287***(0.364)  3.539  0.003
ln IR  -0.242*(0.135)   -1.797  0.093
lnRGDP 1.387***(0.419)  3.307  0.005
lnRMT  0.170(0.381)   0.446  0.662
C  5.783**(2.232)   2.591  0.021

Note. This table demonstrates estimated long-run coefficients using the ARDL approach as 
computed by the author based on the data used for the variables and the symbols *** ' ** and 
*indicate the significance of coefficients at 1 percent 5 percent and 10 percent level.
 Table 7 result reveals that the coefficient of broad money supply (M2) is 1.287 
(P<0.01). It implies a 1 percent increase in broad money supply is associated with a 1.287 
percent increase in the NEPSE index in the long run. It indicates that increased money supply 
may enhance liquidity in the economy, encouraging investment in the stock market and 
driving up NEPSE index. Similarly, the coefficient of interest rate(IR) is -0.242 (P<0.10) 
indicating a 1 percent increase in interest rates leads to a 0.242 percent decrease in the NEPSE 
index in the long run. This can be inferred as higher interest rates increase the cost of borrow-
ing and reduce corporate profits, making equities less attractive relative to other fixed-income 
securities. The coefficient of real GDP is 1.387 (P<0.01). This implies a 1 percent increase in 
real GDP causes an increase in NEPSE index by 1.387 percent in the long run. Its economic 
interpretation can be higher GDP growth reflects improved economic activity, boosting 
corporate earnings and investor confidence, which positively impacts stock prices. Moreover, 
the coefficient of remittance Inflows 0.170 (not significant, P=0.662). The coefficient is 
positive but statistically insignificant, indicating no clear long-run relationship between remit-
tance inflows in Nepal and the NEPSE index. It can be inferred that remittance is predominant 
used in consumption or real estate investment but not invested stocks. The estimated coeffi-
cient for constant is 5.783 (P <0.05). This reflects the inherent factors influencing the NEPSE 
index that are yet to include as the explanatory variables.
Estimated Short-Run Coefficients  
 The ECM term, also known as the error correction term ECT (-1), is a key component 
in the Error Correction Model (ECM) estimated output. Moreover, the highly significant error 
correction term (ECT) indicates that the long-run equilibrium is corrected very quickly, 
reflecting a strong and stable long-run relationship among the variables included.
Table 8
Error Correction Model
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variable Coefficient (Standard error) t-Statistic P-Value
ΔlnM2  0.842**(0.314)   2.683  0.018
ΔlnIR  -0.198(0.121)   -1.636  0.112
ΔlnRGDP 0.954***(0.312)  3.059  0.007
ΔlnRMT 0.051(0.158)   0.322  0.750
ECT(-1) -0.653***(0.147)  -4.443  0.001
Note. This table demonstrates estimated short-run coefficients using the ECM approach as 
computed by the author based on the data for the variable spanning 1994-2023 of Nepal and 
the symbols *** ' ** and *indicate the significance of coefficients at 1 percent 5 percent and 
10 percent level. 

 Table 8 shows the error correction term (ECT) coefficient value as -0.653 suggesting a 
rapid adjustment process in response to shocks, indicating that deviations from the long-run 
equilibrium are quickly corrected back. Essentially, the short-run dynamics reveal that the 
ECT is negative and highly significant (-0.653, P<0.01), indicating that approximately 65 
percent of deviations from the long-run equilibrium are corrected in the subsequent period. In 
other words, any short-term fluctuations in economic growth caused by any changes the 
money supply, interest rate, real GDP growth, and remittance inflow will not persist, as the 
model tends to correct the disequilibrium rapidly. Moreover, in short, only the variables broad 
money supply(M2), and real GDP(RGDP) are statistically significant. But, interest rate (IR), 
and remittance inflow (RMT) are not significant. Furthermore, the values of R-squared and 
Adjusted R-squared are 0.697 and 0.652, implying that the model explains about 69.7 percent 
of the variation in NEPSE index, with an adjusted value of 65.2 percent, indicating robustness 
of the model. Moreover, Durbin-Watson Statistic value is 2.42 which is close to 2, reflecting 
no serious autocorrelation issues in the residuals of the estimated model.
Diagnostic Test of the ARDL Model 
 Table 9 demonstrates diagnostic test result such as the RESET (Regression Specifica-
tion Error Test) is used to check for specification errors in a regression model, the Breus-
ch-Godfrey serial correlation LM Test is used to detect the serial correlation (autocorrelation) 
in the residuals of a regression, the Breusch-Pagan-Godfrey test is used to detect heteroskedas-
ticity in the residuals of a regression model and Jacque-Berra Test for normality test result.
Table 9
 RESET Test Result
RESET Test Result 
   Value   df   Probability
t-statistic  1.401521  35   0.1699
F-statistic  1.964261  (1, 35)   0.1699
Breusch-Godfrey serial correlation LM Test result
   Value   df   Probability
F-statistic  1.4406       Prob. F(2,13)  0.2722
Obs*R-squared 4.3541     Prob.   Chi-Square(2)  0.1134
Heteroskedasticity Test: Breusch-Pagan-Godfrey
   Value   df   Probability
F-statistic  1.2071       Prob. F(8,15)  0.3581
Obs*R-squared  9.3999       Prob. Chi-Square(8) 0.3097
Normality Test Result
Jarque-Bera statistic 0.6667   p-value   0.7165

Note. This table demonstrates diagnostic test result as computed by the author based on the 
data for the variable spanning 1994 -2024 of Nepal.
 In the Regression Specification Error Test (RESET) result, the t-statistic value is 
0.9641 with a p-value of 0.3513 which is greater than the common significance levels (0.01, 
0.05, 0.10). In this case, the p-value of 0.3513 is greater than 0.05. Hence, there is no evidence 
of the omitted variables and wrong functional form (Table 9). Regarding, the serial correlation 

LM test, the F-statistic value is 1.4406 with a p-value (Prob. F) of 0.2722. Here, the p-value of 
0.2722 is much greater than 0.05. This suggests that there is no significant evidence of serial 
correlation in the residuals. Similarly, regarding the heteroscedasticity test, the F-statistic value 
is 1.2071 with a p-value (Prob. F) of 0.3581. Here, the p-value of 0.0.3581 is much greater 
than 0.05. Hence, the Breusch-Pagan-Godfrey test results suggest that there is no significant 
evidence of heteroskedasticity in the residuals. This indicates that the variance of the residuals 
is constant across observations, meaning the model does not suffer from the heteroskedasticity 
issues based on this test (Table 9). Finally, the Jarque-Bera statistic is 0.6667 with a p-value of 
0.7165. Evidently, the p-value greater than 0.05 indicates that the residuals are normally 
distributed. Therefore, we can conclude that the residuals of the ARDL model are approxi-
mately normally distributed based on this test (Table 9). 

Stability Test Result

 The plot of cumulative sum of recursive estimate residuals line remains within the 5 
percent significance level critical bounds throughout the sample period from 1994 to 2023. 
This indicates that there are no significant deviations in the cumulative sum of the residuals 
that would suggest instability. Similarly, the cumulative sum of the squares line also remains 
within the 5 percent significance level critical bounds throughout the sample period. This 
indicates that there are no significant deviations in the cumulative sum of the squared residuals 
that would suggest instability in the variance of the residuals. Therefore, we can conclude that 
the variance of the residuals is stable over the period from 1994 to 2023 and there is no 
evidence of changes in volatility or variance instability in the ARDL model (Figure 1).

Figure 1

CUSUM Sum and SUSUM Sum of Square Recursive Residuals

   

Discussion
 The findings revealed unidirectional causality from broad money supply to NEPSE 
index, this result is aligned with the studies such as Brahmasrene and Jiranyakul (2007), 
Olulu-Briggs and Ogbulu (2015), but contrasting with the findings of Taamouti (2015) as it 
could not find any causality between them. Conversely, the studies such as Al-Kandari and 
Abul (2019), John & Ezeabasili (2020) found causality from the stock index to money supply. 
Likewise, the current study found by-directional causality between real GDP and NEPSE 
index and unidirectional causality from remittance flow to NEPSE index, but the absence of 

causality between interest rate and NEPSE index. The estimated long-run coefficients (Table 
7) provide critical insights into the factors influencing the NEPSE index. Moreover, broad 
money supply exhibits a long-run and positive and highly significant relationship with the 
NEPSE index, with a coefficient of 1.287 (P<0.01). This suggests that a 1 percent increase in 
the money supply leads to a 1.287 percent rise in the NEPSE index, this is likely due to 
enhanced liquidity in the economy, which fosters investment in the capital market. The result 
is aligned with the findings of John & Ezeabasili (2020). But, this result contrasts with Ahmad 
et al. (2015), which showed negative effect on the same. The interest rate (IR) is negatively 
related to the NEPSE index, with a coefficient of -0.242 (P<0.10). This indicates that a 1 
percent rise in interest rates reduces the NEPSE index by 0.242 percent. It may suggest that 
higher interest rates increase borrowing costs and reduce corporate profitability, making 
equities less attractive relative to fixed-income securities. Both of these results align with 
previous studies such as Ndlovu et al. (2018), Khan & Khan (2018), Shawtari et al. (2016), 
Shrestha & Subedi, (2014) and Sahu et al. (2011). But, this result contrasts with the study of 
Ahmad et al. (2015), which could not find a statistically significant effect of interest rates on a 
stock market index.
 Moreover, real GDP positively impacts the NEPSE index, with a significant coeffi-
cient of 1.387 (P<0.01). This implies that a 1 percent increase in GDP boosts the NEPSE index 
by 1.387 percent. It is so because economic growth enhances corporate earnings and investor 
confidence, leading to increased stock prices. The finding, as positive but statistically insignifi-
cant coefficient of remittance inflow, is 0.170 (P=0.662), and it indicates no clear long-run 
relationship with the NEPSE index. This suggests that remittances inflow amount in Nepal 
have been predominantly used for consumption or real estate investment rather than stock 
market investment, as the study found by Subedi (2016), the substantial proportion of remit-
tance amount is used for land purchases and real estate. The error correction model (Table 8) 
demonstrates the short-run dynamics. Similarly, the result reveals that  broad money supply 
and real GDP have positive and significant effects on the NEPSE index in the short-run. The 
error correction term is negative and highly significant with coefficient value as −0.653 
(P<0.01), indicating that 65.3 percent of deviations from the long-run equilibrium are correct-
ed within one period, reflecting a stable and rapid adjustment process. These results highlight 
the critical roles of liquidity, economic growth, and interest rates in shaping Nepal’s stock 
market dynamics while underscoring the limited influence of remittances in this context.

Conclusion and Policy Implications
 This study explored the influence of money supply and other macroeconomic variables 
on stock market performance in Nepal, with a focus on understanding their roles in shaping 
market dynamics. The findings indicate that the money supply has a significant positive 
impact on the NEPSE index, both in the long run and short run. But, the interest rate has a 
negative and significant impact in the long-run but it is insignificant in the short-run. This 
underscores the role of increased liquidity in driving stock market performance, as higher 
money supply facilitates investment in financial markets. The adjustment process to long-run 
equilibrium was stable and rapid, with deviations corrected by 65.3 percent in each period. 
Moreover, real GDP plays a crucial role in driving stock market performance, with a positive 

and significant relationship in both the short and long run. This finding reflects the close 
association between economic growth, corporate earnings, and investor confidence. Remit-
tance inflows, however, show no significant long-run relationship with the NEPSE index. 
Perhaps, it suggests that remittances are predominantly directed toward consumption or real 
estate rather than stock market investments. Overall, this study highlights the importance of 
macroeconomic stability, particularly in managing money supply and interest rates, to foster 
sustainable growth in Nepal’s stock market. It also provides critical insights for policymakers, 
investors, and stakeholders on the interplay between economic factors and stock market 
dynamics. 
 

economic, technological, political and cultural. The marketer studies the relationship between 
marketing stimuli and consumer response. These stimuli pass through the buyer’s box which 
produces the buyers’ responses. 

 Consumer buying behavior refers to the decision-making processes and actions of 
consumers when they purchase goods or services. Understanding this behavior is essential for 
businesses to align their products, marketing strategies, and customer engagement effectively. 
The buyer is considered a black box, because his mind cannot be imagined, as to his buying 
decision. The buying decision depends on his attitude, preferences, findings, etc. (Pillai et al., 
2012). Modern consumer behavior is shaped by several key trends, with digital influence 
playing a pivotal role. Wahdiniawati et al. (2024) found that perceived usefulness, particularly 
timesaving, significantly influences both interest and trust. Trust mediates the relationship 
between perceived usefulness and interest, highlighting the complexity of factors influencing 
online shopping behavior. The study suggests enhancing perceived usefulness and trust through 
improved service quality, customer engagement, and transparency in return policies. Addition-
ally, sustainability has become a major driver of consumer preferences. At the same time, 
Baviskar et al. (2024) examined consumer behavior toward sustainable product choices, focus-
ing on visual trends and environmental impact awareness. Despite a preference for sustainable 
products, non-reusable plastics remain popular. The findings highlighted the need for education 
and practical measures to promote sustainable choices. Casaca and Miguel (2024) revealed that 
personalization is transforming modern marketing strategies, enhancing customer satisfaction, 
engagement, retention, and trust, thereby reshaping business connections with customers.

Empirical Review

 Boby Joseph and Khannal (2011) studied Nepali teenagers’ buying behavior towards 
mobile phones, comparing urban, semirural, and rural areas. The study concluded that factors 
such as brand choice, information source, decision-making factors, financial sources, and 
product satisfaction levels influenced the buying behavior of smartphones.

 Mini (2019) revealed that changing consumer buying preferences and resulting changes 
in smartphone behavior are influencing middle-aged consumers’ preference for internet brows-
ing as the most popular feature in smartphones, with advertisements playing a significant role in 
this decision.

 Maliha et al. (2020) found that regulatory focus influences consumer behavior in 
purchasing smartphones, controlling perception, rationale, and lifestyle. Quality of a product is 
the most important factor, followed by price, brand and product uniqueness, camera function, 
and operating system. Sales promotions are less important for those interested in trying different 
brands of mobile devices.

 Fulzele and Chirde (2022) revealed that some people are influenced to buy smartphones 
from the advice of their relatives or friends or by seeing many offers/discounts and least people 
are influenced by advertisements.

 Rai et al. (2023) conducted a study on smartphone purchasing behavior, focusing on 
device qualities, social factors, pricing, and brand image. The results showed that product 

2024-25 (Custom Department, 2024).

 Communication is a crucial aspect of corporate life, with cell phones becoming a 
reliable and effective means of communication (Uddin et al., 2014). Smartphones are a rapidly 
growing form of communication, offering instant connections and information access (Chan, 
2015). Mobile culture is influenced by three key trends: communication services like voice, 
text, and pictures, wireless internet services like browsing, corporate access, and email, and 
various media services like movies, games, and music (Hansen, 2003). Smartphones provide 
numerous benefits to society, such as immediate calls, SMS, work scheduling, GPS, internet 
access, entertainment, application downloads, data storage, and even legal assistance (Ling et 
al., 2001). Most people worldwide have widely adopted smartphones, making them indispens-
able to their everyday lives. Joshi and Mathur (2023) revealed that product features, affordabili-
ty, brand reputation, convenience, and trust all influence the smartphone industry. Vishesh et al. 
(2018) indicated that speed and performance, brand and advertising, and finally recommenda-
tions and reviews had the greatest beneficial effects on determining the buying behavior of 
smartphones. 

 In context to Nepal, Humagai (2022) revealed that variables like, promotional cam-
paign, price, after-sales service, mobile attributes, brand name, family and friend influenced 
influence on the buying behavior of smart phones among the Nepalese consumers. Similarly, 
the paper also found no significant relationship between gender, occupation, income level, and 
marital status, but a significant relationship between education level and age for mobile 
purchase decisions. Similarly, Tiwari (2024) on consumer buying smartphones in Butwal City, 
the study found a positive correlation between formativeness, creditability, entertainment, and 
incentives in advertising, that increased purchase intention, while credible advertisements and 
entertaining ones led to increased intention. More research is needed on the factors influencing 
smartphone purchasing decisions in Nepal. Hence, this study tries to find out the factors affect-
ing consumer buying behavior for smart phones in Nepal.

Review of Literature

Theoretical Review

Buying Behavior

 Marketing identifies and satisfies the needs of target customers. Marketers must under-
stand how customers select, buy, use and dispose of products. They must know the behavior of 
their customers.

 Human behavior is a very complex process. No two customers always behave in the 
same way. Marketers must understand why customers behave as they do. Buyer behavior 
influences customer’s willingness to buy. Buyer behavior is concerned with the activities of 
customers. It involves decisions by buyers. They can be consumers or organizations (Agrawal, 2016).  

Consumer Buying Behavior

 A marketer is always interested in knowing how consumers respond to various market-
ing stimuli-products, price, place and promotion and another stimulus, i.e. buyer’s environment- 

 SMARTPHONE CONSUMPTION IN  Nepal has seen 
significant growth over the past decade, driven by increasing 
internet penetration, the availability of affordable smartphones, 
and the rise of digital services. With the expansion of 4G 
networks and more affordable data plans, internet usage has 
surged, making smartphones a necessity for staying connected. 
The data from the Department of Customs of Nepal shows that 
more than 990 thousand sets of smartphones are seen imported 
from different nations during the first five months of fiscal year 

pricing, social variables, and brand image significantly influence consumer behavior, while 
product attributes did not significantly impact consumer behavior. The study highlights the 
importance of understanding these factors in smartphone purchasing decisions.

 Boutaleb (2024) in his study on smartphone buying in Arar province, Saudi Arabia, 
found that personal, external, and gender characteristics account for 41.7 percent of the variance 
in purchasing decisions. These variables, along with gender, significantly influence smartphone 
purchasing behavior. Personal characteristics have a stronger influence on the decision to buy a 
smartphone.

Methodology

 The paper concerns the consumer buying behavior for smartphones. Hence, the paper 
has taken opinions from the potential consumers of smartphones.  To obtain the research objec-
tives, the paper follows a descriptive as well as a casual comparative research design. About 
15,000 people own a smartphone at Banepa Municipality as per the Central Bureau of Statistics 
(CBS) as of the year end of 2021. Among them 235 smartphone users and consumers were 
selected randomly from Banepa Municipality as a sample for the paper. A convenience sam-
pling technique is followed in the paper. The required data for the paper was collected through 
field visit. Potential respondents were reached to get their opinions.

 The paper has used the questionnaire used in the paper of Vishesh et al. (2018). The 
constructs used in the paper of Vishesh et al. (2018) have been followed to develop the ques-
tionnaire for the study.  A five-points Likert scale is used to measure the buying behavior of the 
Nepalese smartphones’ consumers in Nepal. A scale of ‘1’ to ‘5’ was used to measure the 
buying behavior of smartphone users where ‘1’ is indicated for ‘least important’ and ‘5’ for 
‘most important’ Correlation coefficient is a statistical measure that describes the strength and 
direction of a relationship between two variables.

 The paper has adopted Cronbach’s alpha to determine the reliability of the instrument 
used for the survey. Hence, the following outcome was seen after the reliability test:

Table 1

Reliability Result 

Constructs   Initial Items  Items Dropped  Alpha Value
Reviews and Recommendations 4   2  0.342
Marketing Attributes+   18   10  0.732
Features*    16   12  0.778
Buyer’s Behavior   6   4  0.546

Note. *Features include features 1: Speed and Performance, Features 2: Battery, Features 3: 
Camera, Features 4: Design and Color, and Features 5: Exchange Possibility. +A new construct, 
namely, marketing attributes is developed to enhance the reliability by adjoining price advan-
tage, physical dimension, brand and advertisement, and finally availability.

Items Mean 
Std. 

Deviation Skewness 
Price Advantages    
Free Internet data bundled with a new phone purchase will influence my 
buying decision favorably towards that phone. 3.45 0.94 +0.28 
While choosing to buy on a phone, the availability of a flexible price plan 
(interest free EMIs etc.) affects my choice. 3.00 0.90 +0.68 
Average Price Advantages (A) 3.22   
Physical Dimension    
The thickness of the phone doesn’t matter to me when making a buying 
decision. 3.55 1.11 -0.03 
I would prefer to buy a large-screen phone, where I can see the pictures and 
videos clearly. 3.47 1.10 +0.04 
Average for Physical Dimension (B) 3.51   
Brand and Advertisement    
The popularity of the brand is an important factor for me when deciding to 
purchase a mobile phone. 3.79 1.04 -0.44 
More often I see the Ads of a particular brand/phone, more favorably I am 
predisposed towards that brand/phone. 3.61 1.01 -0.11 
Average for Brand and Advertisement (C) 3.70   
Availability    
I would prefer to buy a phone from a store that sells multiple brands so that I 
can make a choice between them (Multi Brand Outlets: MBO). 3.86 0.99 -0.20 
If a particular brand’s service center is close to me, it influences my buying 
decision favorably towards that phone. 3.86 1.06 -0.34 
Average for Availability (D) 3.86   
Overall Average (A+B+C+D/4) 3.57   

 

 Table 4 shows that an overall average of 3.57 points for marketing factors indicate a 
moderate level of agreement across all factors, with availability having the highest impact and 
price advantages the lowest. Price advantages moderately influence purchasing decisions, with 
slightly more importance given to flexible payment plans. Physical dimensions like screen size 
and thickness are relatively important, but opinions are diverse. The popularity of the brand and 
advertisement frequency significantly affect consumer behavior, with branding being slightly 
more influential. Availability factors, such as multi-brand outlets and proximity of service 
centers, are the most influential in purchasing decisions. In general, respondents value conve-
nience (availability) and brand reputation over price considerations. Preferences are diverse, 
particularly regarding physical dimensions, which may depend on individual user needs. Adver-
tisement effectiveness and brand popularity are critical for influencing consumer attitudes but 
rank slightly below availability.

Opinions on Features

 The opinions on features are summated opinions on speed, battery, camera performance, 
design and color, and finally exchange possibilities. The table below illustrates the opinions on 
features on smartphones:

Table 5

Opinions on Features

Items        Mean Std. Deviation Skewness
I would prefer a phone, which gets me better pictures clicked.  3.90 1.04  -0.30
I would prefer a phone that will not hang while performing multiple 
operations.       3.85 1.04  -0.37
Fast battery charging capability in a phone influences my buying 
decision towards that phone.     3.77 1.07  -0.24
Availability of an attractive exchange offer for my old phone while purchasing a 
new mobile phone influences my buying decision favorably towards that phone. 3.53 1.06  0.01
Overall Average       3.76  

Note. Field Survey, 2024.

 Table 5 indicates a strong agreement that consumers prioritize a phone with better 
picture quality. Consumers strongly value a phone’s ability to handle multiple operations 
without lagging. The fast charging capability is an important factor, though slightly less than 
picture quality or multitasking. A moderate preference for exchange offers, making it the least 
influential among these factors. The overall mean of 3.76 indicates that technical features 
(picture quality, multitasking, fast charging) significantly influence purchase decisions, while 
promotional aspects like exchange offers are somewhat less impactful. One of the opinions, 
skewness is 0.01, being close to zero, shows a symmetrical distribution of responses.

Opinions on Buyer’s Behavior

 The table below illustrates opinions on the buyer’s behavior of smartphones among 

Nepalese customers:

Table 6

Opinions on Buyer’s Behavior

Items       Mean Std. Deviation Skewness
I got better convenience value.    3.91 1.06  -0.42
I achieved emotional value.    3.52 1.08  0.08

Overall Average      3.71  

Note. Field Survey, 2024.

 Table 6 shows a strong agreement that consumers feel they derive convenience value 
from their purchasing decisions. Similarly, another opinion indicates a moderate level of agree-
ment that purchases provide emotional value, though it is less influential compared to conve-
nience. The overall mean of 3.71 suggests that convenience value plays a stronger role than 
emotional value in influencing consumer behavior. One of the skewness values, i.e. 0.08, 
reflects a nearly symmetrical distribution of responses. 

 The matrix below illustrates the correlation coefficients among the selected variables for 
the paper.

Table 7

Correlation Matrix

Note. ** Correlation is significant at the 0.01 level.

 Table 7 represents the correlation matrix for constructs related to buyer's behavior, 
review and recommendations, features, and marketing attributes. 

 ‘Review and recommendations’ are seen having a positive correlation with features 
(+0.515**) and marketing factors (+0.366**). A moderate positive relationship with buyer’s 
behavior (+0.432**), indicating that reviews and recommendations significantly influence 
buyer's decisions.

 Features: have a strong positive correlation with ‘review and recommendations’ 
(+0.515**) and buyer’s behavior (+0.491**). A moderate positive relationship with marketing 
attributes (+0.465**), suggesting that features of a product are influenced by marketing strategies.

 Marketing attributes have a significant correlation with features (+0.465**) and ‘review 
and recommendations’ (+0.366**). There is a weak and non-significant correlation with buyer's 
behavior (+0.123, p = 0.060), indicating that while marketing factors are important, their direct 

 This section contains the majority of studies from both domestic and foreign contexts. Since 
QR code technology is new, not much research has been done on it. Early studies on QR codes 
focused on using the technology in various contexts. However, many studies avoid employing QR 
codes in Nepal's provincial context. Thus, the goal of this study was to look into how QR codes are 
used in different provinces in Nepal. 

Methodology

 The research was based on a descriptive research design. A structured questionnaire was 
used to gather data from QR code users, who were frequently considered a sample for the study. The 
questionnaire was based on the users' demographic profiles and also considered questions about 
using QR services. 

 A structured questionnaire utilized for survey research was used to gather data from the 208 
respondents using purposive sample procedures (Cooper & Schindler, 2014; Greener, 2008). The 
study's population is split into seven province clusters using the cluster sampling probability sample 
technique: Koshi, Madhesh, Bagmati, Gandaki, Lumbini, Karnali, and Sudurpaschim.
The structured questionnaires were prepared to obtain demographic information regarding gender, 
age, occupation, education, province, areas, and purpose of using the QR code. It also focused on 
gathering information about QR code usage per month. Data were driven into SPSS software for 
analysis. Frequency and cross-tabulation were used to analyze the data. Bar diagrams and pie charts 
presented demographic information and summarized the results with several references on national 
and international context in the discussion section.  



of money supply on stock prices and stock indices is a significant area of research, revealing 
complex relationships influenced by various macroeconomic factors (Erdugan, 2012). In other 
words, the stock price is the outcome of the overall macroeconomic performance of a national 
economy including money supply (Bhattacharjee & Das, 2021; Muchir, 2012).  In this context, 
the relationship between money supply and stock market performance is essentially a reflection 
of capital market and money market (Wang, 2016). The relationship between money supply and 
stock prices has long been a focal point of economic and financial research, as it encapsulates 
the intricate interplay between monetary policy and capital markets (Sirucek, 2013). Money 
supply, typically represented by broad money, serves as a key indicator of liquidity in an econo-
my, influencing interest rates, inflation, and investment behavior (Lacey, 2021; Bhattacharjee & 
Das, 2021; Devkota & Dhungana, 2019). Stock prices, on the other hand, reflect investor 
sentiment, corporate performance, and broader economic dynamics. 

 Theories suggest that changes in money supply can significantly impact stock market 
performance, both directly and indirectly, through various transmission channels (Gunardi & 
Disman, 2023). In this context, understanding this nexus is critical for policymakers, investors, 
and economists, as it provides insights into how monetary interventions affect asset markets and 
economic stability. This paper examines the dynamic relationship between money supply and 
stock market performance, with a focus on short-run and long-run interactions in varying 
economic contexts. Globally, there are extensive studies on the impact of money supply on 
stock indices, but limited research exists exploring these dynamics in emerging economies, 
especially in the context of Nepal. To have better understanding of the effect of money supply 
and stock market performance in the Nepalese context, it is essential to investigate empirically. 
Moreover, this study examines the mechanisms through which money supply affects stock 
prices and indices, supported by empirical evidence from various contexts. Therefore, the 
pertinent research questions are proposed as follows: How does money supply influence stock 
market performance in Nepal? What is the role of other macroeconomic variables, such as 
interest rates, constant GDP, and remittance inflow, in shaping stock market dynamics? Is there 
evidence of speculative stock bubbles resulting from changes in the money supply in Nepal? In 
this regard, the objectives of the paper are to examine the impact of money supply on stock 
market performance in Nepal, including the role of other macroeconomic variables such as 
interest rates, constant GDP, and remittance inflow, and provide suggestions to policymakers 
and stakeholders for policy implications. 
 

Review of Literature 
Theoretical Perspectives

 Stock market performance is crucial for economic prosperity, capital formation, and 
sustainable economic growth as it facilitates resource flow, investment opportunities, pooling 
funds, sharing risk, and wealth transfer between savers and users (Subedi, 2023). The relation-
ship between money supply and the stock market composite index is a well-researched area in 
economics and finance around the globe, where several theories provide frameworks to under-
stand this relationship.

  The Quantity theory of money as the equation MV=PQ, suggests that an increase in 
the money supply leads to inflation if the output (Q) remains constant. It means as the money 

supply increases, the liquidity improves, which in turn leads to encouraging more investments 
in the stock market and raises stock values. Conversely, if inflation increases as a result of 
excessive money in circulation, stock values may suffer as actual returns on investments 
decline (Fisher, 2006). Efficient Market Hypothesis (EMH) asserts that stock prices reflect all 
available information, including monetary policy signals (Fama, 1970). Therefore, the changes 
in money supply are incorporated into stock prices as investors adjust their expectations about 
future earnings and inflation. Therefore, money supply changes can have immediate effects on 
composite stock indices, depending on the degree of market efficiency.

 Lucas (1972) developed the Rational Expectations Hypothesis and postulated that 
investors incorporate changes in money supply into their expectations about future economic 
conditions thereby influencing stock prices. It asserts that anticipated increases in money 
supply may already be reflected in stock prices, where unexpected changes can create volatili-
ty. Therefore, stock markets respond to the unanticipated component of money supply chang-
es. Modigliani and Cohn (1979) argue that money supply increases can raise inflation expecta-
tions.  Essentially, if inflation rises, it reduces the present value of future cash flows from 
stocks, adversely affecting stock prices. Therefore, the effect of money supply on stocks prices 
depends on whether inflation expectations are stable or rising. Behavioral Finance theories 
argue that the sentiment of investors and psychological factors expand the effects of money 
supply changes on stock prices (Shiller, 1981). It is observed that during periods of increased 
money supply, euphoria prevails and may lead to the overvaluation of stocks. Therefore, the 
theory states that the increase in money supply cognitive biases and herd behavior influence 
stock indices.

Empirical Review

 The nexus between money supply and the market stock performance is a widely 
studied and discussed matter in macroeconomics and financial economics to have a better 
understanding of this relationship. The summary is presented subsequently. 
Table 1
Literature Review Matrix
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 In summary, these studies have provided valuable insights into the short-term and 
long-term interactions between money supply, along other macroeconomic variables on stock 
market indicexisting studies mentioned above predominantly focused on the developed econo-
my context, with limited attention to a unique economic structure of Nepal. Similarly, most 
studies report a positive correlation between the money supply and stock prices or stock 
indices, contrasting evidence on causality and the role of macroeconomic variables indicates 
the need for a localized investigation. In conclusion, this review identifies gaps in understand-
ing the money supply dynamics in emerging economies like Nepal, highlighting the need for 
further investigation into the impact of changes in money supply on stock market performance 
and stability, thereby setting the stage for further research in Nepal.

Methodology

Research Design

 This study has adopted a quantitative research design to analyze the relationship 
between money supply, interest rates, and stock market performance in the Nepalese contest. 
The research uses time-series analysis using econometric techniques to capture the dynamic 
interactions among the variables included in the model over time. Similarly, the study is 
explanatory in nature and employs statistical models to fulfill the objectives of the research. 

Variables, Data, and Their Sources

 This study used secondary annual data on some selected macroeconomic variables of 
Nepal viz., broad money supply(M2), interest rate, GDP at a constant price, remittance inflow 
in Nepal and Nepal Stock Exchange (NEPSE) index from 1994 to 2023. They are presented 
below:

Table 1 

Variables, Data and Their Sources
Variables Nature   Definition   Sources
NEPSE  Dependent Variable Stock Market Performance Nepal Rastra Bank
M2  Independent Variable Broad Money Supply  Nepal Rastra Bank
IR  Independent Variable Interest Rate   Nepal Rastra Bank
RGDP  Control Variable GDP at Constant Price  Nepal Rastra Bank
RMT  Control Variable Annual Remittance Inflow of Nepal  Nepal Rastra Bank

Analysis Tools and Techniques

 The data analysis process involves descriptive statistics, stationarity tests, granger 
causality tests, ARDL methods of co-integration. Similarly, diagnostic tests like RESET test, 
Breusch-Godfrey Serial Correlation LM Test, Normality test, Heteroscedasticity test, stability 
test are done and they are subsequently discussed hereunder. The computer software EVIEWs 
10 was used for data analysis. 
Specification of the Empirical Model

 To fulfill the objectives of the study, the researcher has developed an empirical model 
for testing the hypothesis in functional form as follows:
NEPSEt = f(M2t , IRt ,RGDPt , RMTt)                            ...(1)
 In equation (1) above, NEPSEt, M2t, IRt, RGDPt, RMTt denote the Nepal Stock 
Exchange, broad money supply, GDP at constant price and annual remittance inflow in Nepal 
for the time ‘t’ respectively. The model given in equation (1) can be transformed into a loga-
rithmic econometric model as follows.
lnNEPSEt =  α + lnβ1T(M2t) + lnβ2(IRt)  +lnβ3(RGDP)t  +lnβ4(RMT)t + et         …(2)
 In equation (2) above symbols α denotes intercept, and β i implies slopes parameters to 
be estimated, ln stands for natural logarithm, remaining acronyms are as defined above in 
equation (1). Likewise, α and β are parameters to be estimated. 
ARDL Model

 The general form of an ARDL (p, q) model is:

In the above equation (3), Y_t is the outcome variable, X_(t-j) denotes explanatory,  α_i and β
_j  are coefficients, p and q are the lag orders, and ε_t is the error term.
The ARDL model is estimated based on the number of lags suggested by the information 

criteria suggested in the lag length selection criteria. Generally, Akaike Information Criterion 
(AIC), Hannan-Quinn Criterion (HQC) or the Schwartz Bayesian Criteria (SBC) can be used 
in order to choose the optimal lag.  
 F- bound test is essential for examining long-run relationship of the variables included 
in the model. Hence, to test if the variables have a long-run relationship, the F-test was 
performed based on the following Pesaran, Shin and Smith (2001) generalized form of applied 
ARDL model. Therefore, model for F- bound test is given below:

 In equation (4), β0 , β1, β2 … β5  are coefficients to be estimated and subscript t-1 
implies lagged value, Δ represents the first difference of the variables. Similarly, γi, δj, λk, θl, 
μm  are the short-run dynamics (coefficients of the first differenced variables). Others are 
described as follows:
lnNEPSEt = The natural log of the Nepal Stock Exchange index.
lnM2t-1 = The natural log of money supply at time t-1.
lnIRt-1  = The natural log of interest rates at time t-1.
lnRGDPt-1  = The natural log of real GDP at time t-1.
lnRMTt-1  = The natural log of remittance inflow at time t-1.
εt   = Error term.
 The ARDL model for estimating long-run coefficient can be specified as follows:

ln(NEPSE)t=β0+ β1 ln(M2)t+ β2 ln(IR) + β3ln(RGDP)t + β4ln(RMT)t +  εt  …(5)

 Moreover, the ECM in the ARDL approach to co-integration, the lagged error correc-
tion term is generated out of the long-run coefficients to replace a linear combination of the 
lagged variables, and the model is re-estimated at the optimum lags selected by using model 
selection criterion (Bahamani & Ardalani, 2006). The ECM for estimating short-run coeffi-
cient and error correction term is presented as follows:

Δln(NEPSE)t=∝ + δ_j Δln(M2)t-j+ λ_k Δln(IR)t-k+ θ_lΔln(RGDP)t-l + μ_mΔln(RMT)t-m + 

γECTt−1+ εt            …(6)
 In equation (6), ∝ , δ_j, λ_k, θ_l, μ_m, and γ are coefficients to be estimated. Others 
are described hereunder.
ΔlnNEPSEt  = Lagged change in the natural log of the Nepal Stock Exchange index.
ΔlnM2 t-j  = Lagged change in the natural log of money supply at time t-j.
ΔlnIRt-k = Lagged change in the natural log of interest rates at time t-k.
ΔlnRGDPt-l  = Lagged change in the natural log of real GDP at time t-l.
ΔlnRMTt-m = Lagged change in the natural log of remittance inflow at time t-m.
ECTt−1  =Error correction term lagged by one period.
εt   = Error term.
 Finally, the ARDL model tries to find the best linear unbiased estimator (BLUE) and 
thereby diagnostic tests need to be conducted. In this, regard, the researcher has also gone 

through such tests. Therefore, diagnostic test, such as Ramsey Regression Equation Specifica-
tion Error Test (RESET) test, is a general specification test for the linear regression model, LM 
Test for Serial Correlation, Test for Heteroscedasticity, J-B test for the normality of the residu-
als and CUSUM and CUSUMSQ test for the stability are conducted and reported.

Results and Discussion

 The estimated results presented in Tables 2 to Table 9 present results of data analysis. 
The analysis results are given and discussed subsequently.

Descriptive Statistics

 Table 2 shows descriptive statistics for included variables for the analysis from 1994 to 
2023. The acronym lnNEPSE denotes NEPSE index in log form. Its mean and median are 
6.4959, and 6.5278 respectively, indicating slight symmetry. Likewise, the skewness is 0.094 
(near 0, suggesting symmetry), kurtosis is1.745 (below 3, implying a flat distribution), and 
Jarque-Bera (JB) Probability is 0.4326, indicating the data follows a normal distribution. 
Another, acronyms lnM2 denotes Money Supply in log form. Its mean and median are 
11.44612 and 11.43098, suggesting symmetry. The skewness is 0.0768 (near 0, indicating 
symmetry). The kurtosis is 1.62399 (less than 3, flat distribution) and JB Probability is 0.3684, 
supporting normality. Another acronym lnIR denotes interest Rate in log form. Its mean and 
median are 0.7067 and 1.0919 in which mean is less than median, indicating potential left 
skewness. Another parameter, skewness is -0.6987 (negative, suggesting left-skewed distribu-
tion). Likewise, kurtosis is 2.5390 (below 3, moderately flat). Finally, JB Probability: 0.3237, 
indicating approximate normality. The acronym lnRGDP denotes Real GDP in log form. Its 
mean and median are 11.5852, and 12.0028, here mean is less than median, suggesting slight 
left skewness. The skewness for this is −0.1851 (near 0, weakly left-skewed). The kurtosis is 
1.1759 (far below 3, flat distribution). JB Probability is 0.1646, borderline normality. Finally, 
the acronym lnRMT denotes remittance in log form. Its mean and median are 10.1604 and 
10.490, here mean is less than median, indicating potential left skewness. The skewness, 
kurtosis and JB Probability are -0.5734(moderate left skewness), 2.2507(below 3, flat distribu-
tion), and 0.3763 (moderate left skewness) respectively.

Table 2 

Descriptive Statistics
Parameters lnNEPSE lnM2  lnIR  lnRGDP lnRMT
 Mean  6.4959  11.4461 0.7067  11.5852 10.1604
 Median 6.5278  11.4310 1.0919  12.0028 10.4900
 Maximum 7.9667  13.3262 2.1066  12.4604 11.7122
 Minimum 5.3223  9.6343  -1.8326  10.6109 7.1438
 Std. Dev. 0.8044  1.2036  1.0415  0.7671  1.2866
 Skewness 0.0944  0.0770  -0.6987  -0.1851  -0.5734
 Kurtosis 1.7457  1.6240  2.5390  1.1759  2.2507
 Jarque-Bera 1.6758  1.9970  2.2557  3.6088  1.9549
 Probability 0.4326  0.3684  0.3237  0.1646  0.3763

Note. This table demonstrates the descriptive statistic result as for the variables computed by 
the author based on the data of respective variables from 1994-2023. 
The descriptive statistics shows that most variables exhibit approximate normality, with some 
left-skewed or flat distributions. 

Unit Root Test Result

 Augmented Dicky Fuller (ADF) test result and Phillip-Perron (PP) test result is sum-
marized subsequently. The ADF test evaluates the stationarity of variables by testing for unit 
roots at levels and at the first differences. The Table 3 results show that lnNEPSEt and ln IRt 
are stationary at levels I(0) and I(1) both. But, lnM2t, lnRGDPt, and lnRMTt are stationary 
only after the first difference I(1) and non-stationary at levels. These results clearly indicate 
that the variables are integrated at level, I(0) and after first difference I(1). Similarly, Phil-
lip-Perron test result also shows a variable interest rate which is stationary at level I(0) and 
after first difference I(1) both. Reaming other variables are stationary only after first difference 
I(1)(Table 3). These results are crucial for selecting the ARDL model as an appropriate econo-
metric approach for co-integration analysis and examining the relationships among these 
variables. 

Table 3
Summary of Unit Root Test Result

Note. This table demonstrates the Augmented Dickey Fuller test result as computed by the 
author based on the data of respective variables from 1994-2023. The symbol ** and *** 
implies statistical significance at 5 percent and 1 percent respectively.

Lag length Selection 

 In time series analysis, the optimal lag selection is very crucial and quite sensitive in 
the case of time series analysis. The VAR Lag Order Selection Criteria are given in Table 4. 
The study uses criteria like LR, FPE, AIC, SC, and HQ to identify the optimal lag length for a 

 Table 1 shows the construct ‘reviews and recommendations;’ and is seen as unaccept-
able, the alpha values are seen quite below the threshold of 0.7. 

Results and Discussion

 This section covers the analysis of the data collected from the respondents and a discus-

sion of the results.

Respondents’ Profile

 The table below illustrates the summary of the respondents’ profile:

Table 2

Respondents’ Profile

Note. Field Survey, 2024.

 An equal number of both genders are seen within respondents. The predominance of 
younger age groups and students suggests a study that may cater to or reflect the preferences of 
a younger demographics. The majority have formal education beyond secondary school, which 
may influence their perspectives and preferences. A mix of occupational backgrounds provides 
a broad understanding of societal perspectives, but the study is dominated by students and 
self-employed individuals.

Opinions on Reviews and Recommendations

 The table below illustrates the opinion on the reviews and recommendations while 
buying smartphones:

Table 3

Opinions on Reviews and Recommendations
              Std.
Items        Mean  Deviation Skewness
The recommendations of my friends/relatives for any phone makes 
me favorably disposed towards buying that phone.   3.91  0.98 -0.51
The review ratings given for any phone model affect my purchase decision. 3.72  1.04 -0.21
Overall Average       3.82  

Note. Field Survey, 2024.

 Table 3 shows that consumers generally agree the recommendations from their social 
circle significantly in their buying decisions. Review ratings also play an important role in 
purchase decisions, though slightly less than personal recommendations. The overall mean of 
3.82 suggests that both personal recommendations and review ratings are influential factors, 
with recommendations carrying slightly more weight. Both opinions are negatively skewed.

Opinions on Marketing Attributes

 The table below illustrates the opinion on the marketing attributes, i.e. price advantage, 
physical dimension, brand and advertisement, and availability while buying smartphones:

Table 4

Opinions on Marketing Attributes

  

Note. Field Survey, 2024.

impact on buyer behavior might be less pronounced.

 Buyer’s behavior has the strongest correlation with features (+0.491**) and ‘review 
and recommendations ‘(+0.432**). Similarly, there is a weak correlation with marketing 
attributes (+0.123, p = 0.060), showing that buyers prioritize product features and reviews over 
marketing efforts.

 Features and ‘reviews and recommendations’ are the most critical factors influencing 
buyer behavior. Marketing attributes have limited direct influence on buyer behavior but are 
moderately connected to features and reviews, indirectly affecting decision-making. Strategies 
focusing on improving product features and leveraging positive reviews and recommendations 
may yield better consumer responses than purely increasing marketing efforts.

Summary of Regression Analysis 

 As Table 1 shows low reliability for the ‘reviews and recommendations’ factors, the 
respective variable is dropped from further analysis. The summary of the regression results 
has been illustrated below:

Table 8

Summary of Regression Analysis 

Model     Beta  T-statistics p-value  VIF
(Constant)    2.426  5.916  0.000 
Marketing Attributes   -0.267  -2.090  0.038  1.275
Features    +0.596  8.637  0.000  1.275
R-Square   0.255   
F-Statistics   39.65   
    (0.000)   
DW Statistics   1.863   
Note. Predictors: Marketing attributes, features; Dependent variable: Buyer’s behavior.

 R-Square (0.255) indicates that 25.5% of the variance in smartphone buying behavior 
is explained by the independent variables. Similarly, adjusted R-Square (0.248) showing a 
slightly lower but still meaningful explanatory power. F-Statistics (39.65, p < 0.001) indicates 
that the overall model is statistically significant.

 The coefficient (-0.267) suggests that an increase in marketing attributes decreases the 
dependent variable by 0.267 units, holding other variables constant. The T-statistics (-2.090) 
indicates the significance of this variable, with a p-value of 0.038 (<0.05), confirming that the 
effect is statistically significant. Similarly, the coefficient (+0.596) indicates that an increase 
in features improves the dependent variable by 0.596 units. The T-statistics (8.637) and 
P-value (0.000) show strong statistical significance. 

 All VIF values are below 10, suggesting no multicollinearity issues among the inde-
pendent variables. Durbin-Watson Statistics (1.863), i.e. close to 2, indicating no significant 
autocorrelation in the residuals.

Discussion

 Boby Joseph S.J. and Khannal (2011) factors such as brand choice, information source, 
decision-making factors, financial sources, and product satisfaction levels influenced the buying 
behavior of smartphones, while this paper found that physical dimensions, reviews, and recom-
mendations followed by features of the smartphones determined the buying behavior among 
Nepalese customers. Nepalese smartphone customers are seen as more concerned about features 
but no concern towards the advertisement of smartphones, which shows one the contradictors to 
Maliha et al. (2020) and Fulzele and Chirde's (2022) findings, where the researchers stated 
quality of a product is the most important factor, followed by price, brand and product unique-
ness, camera function, and operating system. Rai et al. (2023) concluded that product attributes 
did not significantly impact consumer behavior in smartphone purchasing decisions, while the 
current study did not ignore the various features of smartphones.

Conclusion and Implications

 The analysis provides key insights into the factors influencing smartphone buying 
behavior among consumers, highlighting the relative importance of various factors and their 
interactions with buyer behavior. The study reveals that functional and technical attributes like 
picture quality, multitasking capability, and fast charging significantly predict consumer behav-
ior, while social circle recommendations and review ratings significantly influence buyer 
behavior, emphasizing the importance of trust and peer validation.

 While moderately correlated with buyer behavior, availability shows an insignificant 
negative impact on the regression model. This suggests that while consumers prefer conve-
nience and access, these factors are secondary to functional attributes and reviews.

 Factors like phone thickness and screen size have a weak positive correlation and an 
insignificant impact indicating that they are not primary drivers. The paper determined that 
market attributes do not significantly influence the purchasing decisions of smartphone users in 
Nepal. Instead, what truly matters to these consumers is the quality and features of the smart-
phones themselves. While there may be concerns about the reliability of the paper’s reviews and 
recommendations. It is important to recognize that these factors can still sway consumer behav-
ior in the smartphone market in Nepal.

 Smartphone manufacturers who intend to sell in the Nepalese market should prioritize 
enhancing technical features, as these significantly influence consumer decisions.  Leveraging 
social proof through reviews and recommendations is essential. Investments in influencer 
marketing or testimonials could amplify consumer trust and appeal. A balanced approach to 
pricing is necessary, focusing on value rather than competing solely on cost. Ensuring availabil-
ity in multi-brand outlets and accessible service centers remains important, albeit less critical 
than core product features.

 This study concludes that consumers are more influenced by functionality and social 
validation than by traditional branding or pricing strategies, which should guide manufacturers 
and retailers in aligning their offerings with buyer preferences.

Figure 2

Percentage of Security of Using QR Code
 

 Figure 2 indicates that 71.2% of respondents believed QR codes to be secure, 1.9% felt 
insecure, and 26.9% were unsure whether to utilize secure or insecure codes.

Figure 3 

Percentage of Trustworthiness of Using QR Code

 

 Figure 3 shows that 74% of participants fully trusted QR codes, while 2% did not. 24%, 
however, were not clear if they should be trusted or mistrusted when using QR codes. 
Cross-tabulation analysis was then performed according to monthly QR Code usage, and demo-

Conclusion

 The report offers a thorough grasp of how QR codes are being adopted and used in 
various regions for various purposes in the Nepalese context. The study concludes that the 
majority of Nepalese consumers use QR codes for financial transactions. The study's participants 
reported feeling secure when using QR codes. Although there have been improvements, the 
study also finds enduring security and trust issues that could prevent QR codes from being 
widely used if left unchecked. They are more comfortable using it in a variety of industries, 
including banking, education, travel and tourism, marketing, hotels and restaurants, and health.
The Pearson Chi-square and cross-tabulation also stated that there was a significant correlation 
between the monthly use of QR code mobile payments and gender, age, occupation, province, 
and education. This indicated some variation in the monthly proportion of mobile payments 
using QR codes by province, gender, age, occupation, and level of education. 
The study comes to the conclusion that although QR codes have the potential to completely 
transform payment systems in developing nations, it will take focused efforts to maintain securi-
ty, foster trust, and improve user education in several areas before they can be widely adopted 
and grow sustainably. So, the study is intriguing since it concentrates on a developing country 
and provides valuable perspectives for similar economies directing the transition to digital 
payment methods. 

Limitations and Future Implications

 The sample size for this study was small, and it only represents a portion of Nepal’s 
population. The results show the realities of growing markets with a young population and a 
relatively sensitive QR code, even though they might not apply to Nepali people. Thus, a larger 
sample size for this research could be more broadly applicable to the investigation of QR codes 
in Nepal.
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graphic status such as gender, age, occupation, province, and education. 

Cross-Tabulation Analysis

 Cross tabulation is a quantitative research technique used to examine the relationship 
between two or more variables. Furthermore, this study used chi-square tests to investigate 
differences in the distribution of categorical responses between groups (Black, 2010). The 
chi-square test was used to identify whether gender, age, province, education, and job status 
affected the monthly frequency of using QR code mobile payments. In the table below, several 
updated UTAUT viewpoint variables are descriptively analyzed. 

Table 1

Cross-tabulation between Gender and QR Code Usage Per Month

 The majority of people use quick response (QR) codes for mobile payments 10–20 times 
a month, as shown in Table 1. This also explains the 10–20 times per month that both men and  
women use QR code mobile payments. 

 In contrast, 18.40% of women use it 10–20 times per month, while 24% of men use it 
more than 40 times. Thus, men and women alike showed interest in utilizing the QR code 
service. P = 0.000, the Pearson Chi-square value of 30.559, was below the significance level of 
0.01 (1%). 
 Therefore, there was a significant correlation between monthly QR code mobile payment 
usage and gender. This indicated some variation in the monthly proportion of mobile payments 

using QR codes by gender.

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

Table 2

Cross-tabulation between Age and QR Code Usage Per Month

     Note. 

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

 The result was a desire to use the QR code service across all age groups. The chi-squared 
Pearson value of 36.505, P = 0.006, fell below the 0.05 (5%) significance level. The monthly 
utilization of QR code mobile payments was thus significantly correlated with age group. This 
indicated some variance in the proportion of each age group using QR codes for mobile 
payments each month.

 Table 3 shows that, with the exception of Karnali and Sudurpaschim, most people in all 
provinces use quick response (QR) codes to make mobile payments 10–20 times a month. 
This also explains why 50% of Karnali residents and 75% of Sudurpaschim use it more than 40 
times a month, compared to 45.70% of Koshi residents, 52.80% of Madhesh residents, 76.90% 
of Gandaki residents, and 64.30% of Lumbini Province residents. Accordingly, all provinces' 
respondents said they would like to employ the QR code service. 

Table 3

Cross-tabulation between Provinces and QR Code Usage Per Month

    Note.

 The chi-squared Pearson value of 57.624, P = 0.000, was below the 1% cutoff of 0.01. 
Therefore, there was a high correlation between the province and the monthly use of mobile QR 
code payments. The percentage of monthly mobile payments using QR codes therefore differed 
from province to province.  

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 

that the percentage of monthly QR code mobile payment usage varied by education level.

Table 4

Cross-tabulation between Education and QR Code Usage Per Month

        Note. 

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 
that the percentage of monthly QR code mobile payment usage varied by education level.

 Table 5 shows that except for self-employed and retired individuals, most people across 
all job levels use quick response (QR) codes to make 10 to 20 mobile payments each month. 
This also explains why 57.10% of independent contractors and 42.90% of retirees use it less 
frequently than ten times a month. Respondents from various educational backgrounds thus 
wished to utilize the QR code service. 

Table 5 

Cross-tabulation between Employment and QR Code Usage Per Month

    Note. 

 

 The Pearson Chi-square value was below the 5% cutoff at 26.548 (P = 0.033). Monthly 
utilization of mobile payments using QR codes was strongly correlated with educational status. 
Accordingly, the percentage of monthly mobile payments using QR codes varied by educational 
attainment. 

Discussion

 The importance of security and trust has been highlighted by the study on the adoption of 
QR code applications. The majority of respondents utilized QR codes in the banking sector, 
followed by the education sector, the hotel business, the health sector, and other industries like 
marketing, tracking, travel and tour, and shopping (Kim & Yoon, 2014; Ozkaya et al., 2015). 
According to this research work the proportion of monthly mobile payments made via QR codes 
varied somewhat by gender and age. Therefore, each province had a different percentage of 
monthly mobile payments made with QR codes. The use of QR codes for mobile payments each 
month was highly associated with educational attainment (Luitel, 2023; Mookerjee et al., 2022). 
The report also indicated that most respondents viewed QR codes to be secure and trusted 
(Gautam & Sah, 2023; Luitel, 2023).

 MONEY IS REGARDED as the center of macroeconomics 
and understanding the effect of the money supply is critical for macro-
economc theory (John & Ezeabasili, 2020; Palley, 2015). The impact 

Results and Discussion 

Respondents Status  

 The demographic statuses of the respondents were discussed in terms of sex, age group, 
provincial areas, professional status, and academic level. Most respondents were male, 58.2%, 
and the remaining were females. According to age group, most respondents were 20 to 24 at 
52.7%, 25 to 29 at 12.7%, and 30 to 34 with 11.8% of Bagmati at 49.1%, Madhesh with 19.1%, 
and 10.9% of Gandaki and remaining from other provinces. 

 Most respondents were bachelor's degree holders, with 69.7%, and master's degree 
holders, with 14.9%. It also shows that 8.7% of the total respondents were higher secondary 
level, and 2.4% were PhD. Degree and MPhil Degree educated. The majority of respondents 
were students, followed by employees; 10.1% were self-employed, 5.8% were housekeepers, 
3.4% were retired, and 2.4% were jobless.

QR Code Using Status  

 The following analysis illustrates the areas where QR is most commonly used, and the 
consumers' perceptions of security and trust in QR services to comprehend usage trends.

Figure 1

Percentage of Area Using QR Code

 

 Figure 1 shows that most of the respondents 35% used QR codes in financial sectors, 
26% in education areas, 12% in the hotel industry, and 10% in health and other sectors such as 
travel and tour, shopping, marketing, tracking, and so on. Thus, the research on QR codes 
revealed that most of Nepalese people utilized QR codes for financial areas for financial transac-
tions.

model. The majority of the criteria have been recommended for Lag 1, as it captures model 
dynamics effectively and maintains accuracy. In other words, this lag length allows for a 
comprehensive model improving forecast with accuracy and robustness.
Table 4 
Selection of Optimum lag 
 Lag LogL  LR  FPE  AIC  SC  HQ
0 -69.6404 NA    0.0003   6.2200   6.4654   6.2851
1  37.7375 161.0670*   3.81e-07*  -0.6448*   0.8277*        -0.2541*

Note. This table demonstrates the test result as computed by the author based on the data of 
respective variables from 1994-2023. 
 F-Bound testing 
 The ARDL bounds test is a statistical method used to determine the long-run relation-
ship among variables included in the model. Evidently, the F-statistic value is 5.063 and it is 
above the upper bound at all levels of significance (1 %, 5 %, and 10 %). Since 5.063 > 4.37 
(the highest critical value for I(1) bond at 1 percent, we can reject the null hypothesis at the 1 
percent level and conclude that there exists a statistically significant long-run relationship 
between the outcome variable and the predictors included in the ARDL model(Table 5). 
Table 5
F-Bound Test Result
Null Hypothesis: There is no long-run relationship
Test Statistics  Values  K(Explanatory Variables
F-Statistics  5.063  4
Critical Value Bonds
Level of significance I(0) Bonds I(1) Bonds
10 percent  2.2  3.09
5 percent  2.56  3.49
1 percent  3.29  4.37
Note. This Table shows the F-bound test for co-integration results as computed by the author 
based on the data used for the variables spanning from 1994-2023.
Granger Causality Test Result

 The Granger causality test is a statistical hypothesis test used to determine whether 
one-time series data can predict other data belonging to certain variables included in the time 
series model. It was developed by Granger (1969) and evaluates the causal relationship 
between two variables in the sense of temporal precedence. Therefore, the result of Granger 
causality is summarized as follows:
Table 6
Granger Causality Test Result

Note. This Table shows the Granger causality test result as computed by the author based on 
the data used for the variables spanning from 1994-2023.
  In summary, broad Money Supply Granger-causes the NEPSE index, indicating that 
liquidity significantly impacts stock market performance. Likewise, real GDP Granger-causes 
the NEPSE index. But, there is weak evidence that the NEPSE index may also Granger-cause 
GDP. Interest Rate and Remittance Inflows show no Granger causality with the NEPSE index 
in either direction.
Estimated Long Run Coefficients
 Table 7 below shows the estimated long-run coefficients of the ARDL model and 
provides valuable insights into the relationships between the outcome variable NEPSE index 
and the independent and control variables included in the model. 
Table 7
Estimated Long Run Coefficients using the ARDL Approach
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variables Coefficient(Standard error) t-Statistic P. Value
lnM2  1.287***(0.364)  3.539  0.003
ln IR  -0.242*(0.135)   -1.797  0.093
lnRGDP 1.387***(0.419)  3.307  0.005
lnRMT  0.170(0.381)   0.446  0.662
C  5.783**(2.232)   2.591  0.021

Note. This table demonstrates estimated long-run coefficients using the ARDL approach as 
computed by the author based on the data used for the variables and the symbols *** ' ** and 
*indicate the significance of coefficients at 1 percent 5 percent and 10 percent level.
 Table 7 result reveals that the coefficient of broad money supply (M2) is 1.287 
(P<0.01). It implies a 1 percent increase in broad money supply is associated with a 1.287 
percent increase in the NEPSE index in the long run. It indicates that increased money supply 
may enhance liquidity in the economy, encouraging investment in the stock market and 
driving up NEPSE index. Similarly, the coefficient of interest rate(IR) is -0.242 (P<0.10) 
indicating a 1 percent increase in interest rates leads to a 0.242 percent decrease in the NEPSE 
index in the long run. This can be inferred as higher interest rates increase the cost of borrow-
ing and reduce corporate profits, making equities less attractive relative to other fixed-income 
securities. The coefficient of real GDP is 1.387 (P<0.01). This implies a 1 percent increase in 
real GDP causes an increase in NEPSE index by 1.387 percent in the long run. Its economic 
interpretation can be higher GDP growth reflects improved economic activity, boosting 
corporate earnings and investor confidence, which positively impacts stock prices. Moreover, 
the coefficient of remittance Inflows 0.170 (not significant, P=0.662). The coefficient is 
positive but statistically insignificant, indicating no clear long-run relationship between remit-
tance inflows in Nepal and the NEPSE index. It can be inferred that remittance is predominant 
used in consumption or real estate investment but not invested stocks. The estimated coeffi-
cient for constant is 5.783 (P <0.05). This reflects the inherent factors influencing the NEPSE 
index that are yet to include as the explanatory variables.
Estimated Short-Run Coefficients  
 The ECM term, also known as the error correction term ECT (-1), is a key component 
in the Error Correction Model (ECM) estimated output. Moreover, the highly significant error 
correction term (ECT) indicates that the long-run equilibrium is corrected very quickly, 
reflecting a strong and stable long-run relationship among the variables included.
Table 8
Error Correction Model
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variable Coefficient (Standard error) t-Statistic P-Value
ΔlnM2  0.842**(0.314)   2.683  0.018
ΔlnIR  -0.198(0.121)   -1.636  0.112
ΔlnRGDP 0.954***(0.312)  3.059  0.007
ΔlnRMT 0.051(0.158)   0.322  0.750
ECT(-1) -0.653***(0.147)  -4.443  0.001
Note. This table demonstrates estimated short-run coefficients using the ECM approach as 
computed by the author based on the data for the variable spanning 1994-2023 of Nepal and 
the symbols *** ' ** and *indicate the significance of coefficients at 1 percent 5 percent and 
10 percent level. 

 Table 8 shows the error correction term (ECT) coefficient value as -0.653 suggesting a 
rapid adjustment process in response to shocks, indicating that deviations from the long-run 
equilibrium are quickly corrected back. Essentially, the short-run dynamics reveal that the 
ECT is negative and highly significant (-0.653, P<0.01), indicating that approximately 65 
percent of deviations from the long-run equilibrium are corrected in the subsequent period. In 
other words, any short-term fluctuations in economic growth caused by any changes the 
money supply, interest rate, real GDP growth, and remittance inflow will not persist, as the 
model tends to correct the disequilibrium rapidly. Moreover, in short, only the variables broad 
money supply(M2), and real GDP(RGDP) are statistically significant. But, interest rate (IR), 
and remittance inflow (RMT) are not significant. Furthermore, the values of R-squared and 
Adjusted R-squared are 0.697 and 0.652, implying that the model explains about 69.7 percent 
of the variation in NEPSE index, with an adjusted value of 65.2 percent, indicating robustness 
of the model. Moreover, Durbin-Watson Statistic value is 2.42 which is close to 2, reflecting 
no serious autocorrelation issues in the residuals of the estimated model.
Diagnostic Test of the ARDL Model 
 Table 9 demonstrates diagnostic test result such as the RESET (Regression Specifica-
tion Error Test) is used to check for specification errors in a regression model, the Breus-
ch-Godfrey serial correlation LM Test is used to detect the serial correlation (autocorrelation) 
in the residuals of a regression, the Breusch-Pagan-Godfrey test is used to detect heteroskedas-
ticity in the residuals of a regression model and Jacque-Berra Test for normality test result.
Table 9
 RESET Test Result
RESET Test Result 
   Value   df   Probability
t-statistic  1.401521  35   0.1699
F-statistic  1.964261  (1, 35)   0.1699
Breusch-Godfrey serial correlation LM Test result
   Value   df   Probability
F-statistic  1.4406       Prob. F(2,13)  0.2722
Obs*R-squared 4.3541     Prob.   Chi-Square(2)  0.1134
Heteroskedasticity Test: Breusch-Pagan-Godfrey
   Value   df   Probability
F-statistic  1.2071       Prob. F(8,15)  0.3581
Obs*R-squared  9.3999       Prob. Chi-Square(8) 0.3097
Normality Test Result
Jarque-Bera statistic 0.6667   p-value   0.7165

Note. This table demonstrates diagnostic test result as computed by the author based on the 
data for the variable spanning 1994 -2024 of Nepal.
 In the Regression Specification Error Test (RESET) result, the t-statistic value is 
0.9641 with a p-value of 0.3513 which is greater than the common significance levels (0.01, 
0.05, 0.10). In this case, the p-value of 0.3513 is greater than 0.05. Hence, there is no evidence 
of the omitted variables and wrong functional form (Table 9). Regarding, the serial correlation 

LM test, the F-statistic value is 1.4406 with a p-value (Prob. F) of 0.2722. Here, the p-value of 
0.2722 is much greater than 0.05. This suggests that there is no significant evidence of serial 
correlation in the residuals. Similarly, regarding the heteroscedasticity test, the F-statistic value 
is 1.2071 with a p-value (Prob. F) of 0.3581. Here, the p-value of 0.0.3581 is much greater 
than 0.05. Hence, the Breusch-Pagan-Godfrey test results suggest that there is no significant 
evidence of heteroskedasticity in the residuals. This indicates that the variance of the residuals 
is constant across observations, meaning the model does not suffer from the heteroskedasticity 
issues based on this test (Table 9). Finally, the Jarque-Bera statistic is 0.6667 with a p-value of 
0.7165. Evidently, the p-value greater than 0.05 indicates that the residuals are normally 
distributed. Therefore, we can conclude that the residuals of the ARDL model are approxi-
mately normally distributed based on this test (Table 9). 

Stability Test Result

 The plot of cumulative sum of recursive estimate residuals line remains within the 5 
percent significance level critical bounds throughout the sample period from 1994 to 2023. 
This indicates that there are no significant deviations in the cumulative sum of the residuals 
that would suggest instability. Similarly, the cumulative sum of the squares line also remains 
within the 5 percent significance level critical bounds throughout the sample period. This 
indicates that there are no significant deviations in the cumulative sum of the squared residuals 
that would suggest instability in the variance of the residuals. Therefore, we can conclude that 
the variance of the residuals is stable over the period from 1994 to 2023 and there is no 
evidence of changes in volatility or variance instability in the ARDL model (Figure 1).

Figure 1

CUSUM Sum and SUSUM Sum of Square Recursive Residuals

   

Discussion
 The findings revealed unidirectional causality from broad money supply to NEPSE 
index, this result is aligned with the studies such as Brahmasrene and Jiranyakul (2007), 
Olulu-Briggs and Ogbulu (2015), but contrasting with the findings of Taamouti (2015) as it 
could not find any causality between them. Conversely, the studies such as Al-Kandari and 
Abul (2019), John & Ezeabasili (2020) found causality from the stock index to money supply. 
Likewise, the current study found by-directional causality between real GDP and NEPSE 
index and unidirectional causality from remittance flow to NEPSE index, but the absence of 

causality between interest rate and NEPSE index. The estimated long-run coefficients (Table 
7) provide critical insights into the factors influencing the NEPSE index. Moreover, broad 
money supply exhibits a long-run and positive and highly significant relationship with the 
NEPSE index, with a coefficient of 1.287 (P<0.01). This suggests that a 1 percent increase in 
the money supply leads to a 1.287 percent rise in the NEPSE index, this is likely due to 
enhanced liquidity in the economy, which fosters investment in the capital market. The result 
is aligned with the findings of John & Ezeabasili (2020). But, this result contrasts with Ahmad 
et al. (2015), which showed negative effect on the same. The interest rate (IR) is negatively 
related to the NEPSE index, with a coefficient of -0.242 (P<0.10). This indicates that a 1 
percent rise in interest rates reduces the NEPSE index by 0.242 percent. It may suggest that 
higher interest rates increase borrowing costs and reduce corporate profitability, making 
equities less attractive relative to fixed-income securities. Both of these results align with 
previous studies such as Ndlovu et al. (2018), Khan & Khan (2018), Shawtari et al. (2016), 
Shrestha & Subedi, (2014) and Sahu et al. (2011). But, this result contrasts with the study of 
Ahmad et al. (2015), which could not find a statistically significant effect of interest rates on a 
stock market index.
 Moreover, real GDP positively impacts the NEPSE index, with a significant coeffi-
cient of 1.387 (P<0.01). This implies that a 1 percent increase in GDP boosts the NEPSE index 
by 1.387 percent. It is so because economic growth enhances corporate earnings and investor 
confidence, leading to increased stock prices. The finding, as positive but statistically insignifi-
cant coefficient of remittance inflow, is 0.170 (P=0.662), and it indicates no clear long-run 
relationship with the NEPSE index. This suggests that remittances inflow amount in Nepal 
have been predominantly used for consumption or real estate investment rather than stock 
market investment, as the study found by Subedi (2016), the substantial proportion of remit-
tance amount is used for land purchases and real estate. The error correction model (Table 8) 
demonstrates the short-run dynamics. Similarly, the result reveals that  broad money supply 
and real GDP have positive and significant effects on the NEPSE index in the short-run. The 
error correction term is negative and highly significant with coefficient value as −0.653 
(P<0.01), indicating that 65.3 percent of deviations from the long-run equilibrium are correct-
ed within one period, reflecting a stable and rapid adjustment process. These results highlight 
the critical roles of liquidity, economic growth, and interest rates in shaping Nepal’s stock 
market dynamics while underscoring the limited influence of remittances in this context.

Conclusion and Policy Implications
 This study explored the influence of money supply and other macroeconomic variables 
on stock market performance in Nepal, with a focus on understanding their roles in shaping 
market dynamics. The findings indicate that the money supply has a significant positive 
impact on the NEPSE index, both in the long run and short run. But, the interest rate has a 
negative and significant impact in the long-run but it is insignificant in the short-run. This 
underscores the role of increased liquidity in driving stock market performance, as higher 
money supply facilitates investment in financial markets. The adjustment process to long-run 
equilibrium was stable and rapid, with deviations corrected by 65.3 percent in each period. 
Moreover, real GDP plays a crucial role in driving stock market performance, with a positive 

and significant relationship in both the short and long run. This finding reflects the close 
association between economic growth, corporate earnings, and investor confidence. Remit-
tance inflows, however, show no significant long-run relationship with the NEPSE index. 
Perhaps, it suggests that remittances are predominantly directed toward consumption or real 
estate rather than stock market investments. Overall, this study highlights the importance of 
macroeconomic stability, particularly in managing money supply and interest rates, to foster 
sustainable growth in Nepal’s stock market. It also provides critical insights for policymakers, 
investors, and stakeholders on the interplay between economic factors and stock market 
dynamics. 
 

economic, technological, political and cultural. The marketer studies the relationship between 
marketing stimuli and consumer response. These stimuli pass through the buyer’s box which 
produces the buyers’ responses. 

 Consumer buying behavior refers to the decision-making processes and actions of 
consumers when they purchase goods or services. Understanding this behavior is essential for 
businesses to align their products, marketing strategies, and customer engagement effectively. 
The buyer is considered a black box, because his mind cannot be imagined, as to his buying 
decision. The buying decision depends on his attitude, preferences, findings, etc. (Pillai et al., 
2012). Modern consumer behavior is shaped by several key trends, with digital influence 
playing a pivotal role. Wahdiniawati et al. (2024) found that perceived usefulness, particularly 
timesaving, significantly influences both interest and trust. Trust mediates the relationship 
between perceived usefulness and interest, highlighting the complexity of factors influencing 
online shopping behavior. The study suggests enhancing perceived usefulness and trust through 
improved service quality, customer engagement, and transparency in return policies. Addition-
ally, sustainability has become a major driver of consumer preferences. At the same time, 
Baviskar et al. (2024) examined consumer behavior toward sustainable product choices, focus-
ing on visual trends and environmental impact awareness. Despite a preference for sustainable 
products, non-reusable plastics remain popular. The findings highlighted the need for education 
and practical measures to promote sustainable choices. Casaca and Miguel (2024) revealed that 
personalization is transforming modern marketing strategies, enhancing customer satisfaction, 
engagement, retention, and trust, thereby reshaping business connections with customers.

Empirical Review

 Boby Joseph and Khannal (2011) studied Nepali teenagers’ buying behavior towards 
mobile phones, comparing urban, semirural, and rural areas. The study concluded that factors 
such as brand choice, information source, decision-making factors, financial sources, and 
product satisfaction levels influenced the buying behavior of smartphones.

 Mini (2019) revealed that changing consumer buying preferences and resulting changes 
in smartphone behavior are influencing middle-aged consumers’ preference for internet brows-
ing as the most popular feature in smartphones, with advertisements playing a significant role in 
this decision.

 Maliha et al. (2020) found that regulatory focus influences consumer behavior in 
purchasing smartphones, controlling perception, rationale, and lifestyle. Quality of a product is 
the most important factor, followed by price, brand and product uniqueness, camera function, 
and operating system. Sales promotions are less important for those interested in trying different 
brands of mobile devices.

 Fulzele and Chirde (2022) revealed that some people are influenced to buy smartphones 
from the advice of their relatives or friends or by seeing many offers/discounts and least people 
are influenced by advertisements.

 Rai et al. (2023) conducted a study on smartphone purchasing behavior, focusing on 
device qualities, social factors, pricing, and brand image. The results showed that product 

2024-25 (Custom Department, 2024).

 Communication is a crucial aspect of corporate life, with cell phones becoming a 
reliable and effective means of communication (Uddin et al., 2014). Smartphones are a rapidly 
growing form of communication, offering instant connections and information access (Chan, 
2015). Mobile culture is influenced by three key trends: communication services like voice, 
text, and pictures, wireless internet services like browsing, corporate access, and email, and 
various media services like movies, games, and music (Hansen, 2003). Smartphones provide 
numerous benefits to society, such as immediate calls, SMS, work scheduling, GPS, internet 
access, entertainment, application downloads, data storage, and even legal assistance (Ling et 
al., 2001). Most people worldwide have widely adopted smartphones, making them indispens-
able to their everyday lives. Joshi and Mathur (2023) revealed that product features, affordabili-
ty, brand reputation, convenience, and trust all influence the smartphone industry. Vishesh et al. 
(2018) indicated that speed and performance, brand and advertising, and finally recommenda-
tions and reviews had the greatest beneficial effects on determining the buying behavior of 
smartphones. 

 In context to Nepal, Humagai (2022) revealed that variables like, promotional cam-
paign, price, after-sales service, mobile attributes, brand name, family and friend influenced 
influence on the buying behavior of smart phones among the Nepalese consumers. Similarly, 
the paper also found no significant relationship between gender, occupation, income level, and 
marital status, but a significant relationship between education level and age for mobile 
purchase decisions. Similarly, Tiwari (2024) on consumer buying smartphones in Butwal City, 
the study found a positive correlation between formativeness, creditability, entertainment, and 
incentives in advertising, that increased purchase intention, while credible advertisements and 
entertaining ones led to increased intention. More research is needed on the factors influencing 
smartphone purchasing decisions in Nepal. Hence, this study tries to find out the factors affect-
ing consumer buying behavior for smart phones in Nepal.

Review of Literature

Theoretical Review

Buying Behavior

 Marketing identifies and satisfies the needs of target customers. Marketers must under-
stand how customers select, buy, use and dispose of products. They must know the behavior of 
their customers.

 Human behavior is a very complex process. No two customers always behave in the 
same way. Marketers must understand why customers behave as they do. Buyer behavior 
influences customer’s willingness to buy. Buyer behavior is concerned with the activities of 
customers. It involves decisions by buyers. They can be consumers or organizations (Agrawal, 2016).  

Consumer Buying Behavior

 A marketer is always interested in knowing how consumers respond to various market-
ing stimuli-products, price, place and promotion and another stimulus, i.e. buyer’s environment- 

 SMARTPHONE CONSUMPTION IN  Nepal has seen 
significant growth over the past decade, driven by increasing 
internet penetration, the availability of affordable smartphones, 
and the rise of digital services. With the expansion of 4G 
networks and more affordable data plans, internet usage has 
surged, making smartphones a necessity for staying connected. 
The data from the Department of Customs of Nepal shows that 
more than 990 thousand sets of smartphones are seen imported 
from different nations during the first five months of fiscal year 

pricing, social variables, and brand image significantly influence consumer behavior, while 
product attributes did not significantly impact consumer behavior. The study highlights the 
importance of understanding these factors in smartphone purchasing decisions.

 Boutaleb (2024) in his study on smartphone buying in Arar province, Saudi Arabia, 
found that personal, external, and gender characteristics account for 41.7 percent of the variance 
in purchasing decisions. These variables, along with gender, significantly influence smartphone 
purchasing behavior. Personal characteristics have a stronger influence on the decision to buy a 
smartphone.

Methodology

 The paper concerns the consumer buying behavior for smartphones. Hence, the paper 
has taken opinions from the potential consumers of smartphones.  To obtain the research objec-
tives, the paper follows a descriptive as well as a casual comparative research design. About 
15,000 people own a smartphone at Banepa Municipality as per the Central Bureau of Statistics 
(CBS) as of the year end of 2021. Among them 235 smartphone users and consumers were 
selected randomly from Banepa Municipality as a sample for the paper. A convenience sam-
pling technique is followed in the paper. The required data for the paper was collected through 
field visit. Potential respondents were reached to get their opinions.

 The paper has used the questionnaire used in the paper of Vishesh et al. (2018). The 
constructs used in the paper of Vishesh et al. (2018) have been followed to develop the ques-
tionnaire for the study.  A five-points Likert scale is used to measure the buying behavior of the 
Nepalese smartphones’ consumers in Nepal. A scale of ‘1’ to ‘5’ was used to measure the 
buying behavior of smartphone users where ‘1’ is indicated for ‘least important’ and ‘5’ for 
‘most important’ Correlation coefficient is a statistical measure that describes the strength and 
direction of a relationship between two variables.

 The paper has adopted Cronbach’s alpha to determine the reliability of the instrument 
used for the survey. Hence, the following outcome was seen after the reliability test:

Table 1

Reliability Result 

Constructs   Initial Items  Items Dropped  Alpha Value
Reviews and Recommendations 4   2  0.342
Marketing Attributes+   18   10  0.732
Features*    16   12  0.778
Buyer’s Behavior   6   4  0.546

Note. *Features include features 1: Speed and Performance, Features 2: Battery, Features 3: 
Camera, Features 4: Design and Color, and Features 5: Exchange Possibility. +A new construct, 
namely, marketing attributes is developed to enhance the reliability by adjoining price advan-
tage, physical dimension, brand and advertisement, and finally availability.

 Table 4 shows that an overall average of 3.57 points for marketing factors indicate a 
moderate level of agreement across all factors, with availability having the highest impact and 
price advantages the lowest. Price advantages moderately influence purchasing decisions, with 
slightly more importance given to flexible payment plans. Physical dimensions like screen size 
and thickness are relatively important, but opinions are diverse. The popularity of the brand and 
advertisement frequency significantly affect consumer behavior, with branding being slightly 
more influential. Availability factors, such as multi-brand outlets and proximity of service 
centers, are the most influential in purchasing decisions. In general, respondents value conve-
nience (availability) and brand reputation over price considerations. Preferences are diverse, 
particularly regarding physical dimensions, which may depend on individual user needs. Adver-
tisement effectiveness and brand popularity are critical for influencing consumer attitudes but 
rank slightly below availability.

Opinions on Features

 The opinions on features are summated opinions on speed, battery, camera performance, 
design and color, and finally exchange possibilities. The table below illustrates the opinions on 
features on smartphones:

Table 5

Opinions on Features

Items        Mean Std. Deviation Skewness
I would prefer a phone, which gets me better pictures clicked.  3.90 1.04  -0.30
I would prefer a phone that will not hang while performing multiple 
operations.       3.85 1.04  -0.37
Fast battery charging capability in a phone influences my buying 
decision towards that phone.     3.77 1.07  -0.24
Availability of an attractive exchange offer for my old phone while purchasing a 
new mobile phone influences my buying decision favorably towards that phone. 3.53 1.06  0.01
Overall Average       3.76  

Note. Field Survey, 2024.

 Table 5 indicates a strong agreement that consumers prioritize a phone with better 
picture quality. Consumers strongly value a phone’s ability to handle multiple operations 
without lagging. The fast charging capability is an important factor, though slightly less than 
picture quality or multitasking. A moderate preference for exchange offers, making it the least 
influential among these factors. The overall mean of 3.76 indicates that technical features 
(picture quality, multitasking, fast charging) significantly influence purchase decisions, while 
promotional aspects like exchange offers are somewhat less impactful. One of the opinions, 
skewness is 0.01, being close to zero, shows a symmetrical distribution of responses.

Opinions on Buyer’s Behavior

 The table below illustrates opinions on the buyer’s behavior of smartphones among 

Nepalese customers:

Table 6

Opinions on Buyer’s Behavior

Items       Mean Std. Deviation Skewness
I got better convenience value.    3.91 1.06  -0.42
I achieved emotional value.    3.52 1.08  0.08

Overall Average      3.71  

Note. Field Survey, 2024.

 Table 6 shows a strong agreement that consumers feel they derive convenience value 
from their purchasing decisions. Similarly, another opinion indicates a moderate level of agree-
ment that purchases provide emotional value, though it is less influential compared to conve-
nience. The overall mean of 3.71 suggests that convenience value plays a stronger role than 
emotional value in influencing consumer behavior. One of the skewness values, i.e. 0.08, 
reflects a nearly symmetrical distribution of responses. 

 The matrix below illustrates the correlation coefficients among the selected variables for 
the paper.

Table 7

Correlation Matrix

Note. ** Correlation is significant at the 0.01 level.

 Table 7 represents the correlation matrix for constructs related to buyer's behavior, 
review and recommendations, features, and marketing attributes. 

 ‘Review and recommendations’ are seen having a positive correlation with features 
(+0.515**) and marketing factors (+0.366**). A moderate positive relationship with buyer’s 
behavior (+0.432**), indicating that reviews and recommendations significantly influence 
buyer's decisions.

 Features: have a strong positive correlation with ‘review and recommendations’ 
(+0.515**) and buyer’s behavior (+0.491**). A moderate positive relationship with marketing 
attributes (+0.465**), suggesting that features of a product are influenced by marketing strategies.

 Marketing attributes have a significant correlation with features (+0.465**) and ‘review 
and recommendations’ (+0.366**). There is a weak and non-significant correlation with buyer's 
behavior (+0.123, p = 0.060), indicating that while marketing factors are important, their direct 

 This section contains the majority of studies from both domestic and foreign contexts. Since 
QR code technology is new, not much research has been done on it. Early studies on QR codes 
focused on using the technology in various contexts. However, many studies avoid employing QR 
codes in Nepal's provincial context. Thus, the goal of this study was to look into how QR codes are 
used in different provinces in Nepal. 

Methodology

 The research was based on a descriptive research design. A structured questionnaire was 
used to gather data from QR code users, who were frequently considered a sample for the study. The 
questionnaire was based on the users' demographic profiles and also considered questions about 
using QR services. 

 A structured questionnaire utilized for survey research was used to gather data from the 208 
respondents using purposive sample procedures (Cooper & Schindler, 2014; Greener, 2008). The 
study's population is split into seven province clusters using the cluster sampling probability sample 
technique: Koshi, Madhesh, Bagmati, Gandaki, Lumbini, Karnali, and Sudurpaschim.
The structured questionnaires were prepared to obtain demographic information regarding gender, 
age, occupation, education, province, areas, and purpose of using the QR code. It also focused on 
gathering information about QR code usage per month. Data were driven into SPSS software for 
analysis. Frequency and cross-tabulation were used to analyze the data. Bar diagrams and pie charts 
presented demographic information and summarized the results with several references on national 
and international context in the discussion section.  



of money supply on stock prices and stock indices is a significant area of research, revealing 
complex relationships influenced by various macroeconomic factors (Erdugan, 2012). In other 
words, the stock price is the outcome of the overall macroeconomic performance of a national 
economy including money supply (Bhattacharjee & Das, 2021; Muchir, 2012).  In this context, 
the relationship between money supply and stock market performance is essentially a reflection 
of capital market and money market (Wang, 2016). The relationship between money supply and 
stock prices has long been a focal point of economic and financial research, as it encapsulates 
the intricate interplay between monetary policy and capital markets (Sirucek, 2013). Money 
supply, typically represented by broad money, serves as a key indicator of liquidity in an econo-
my, influencing interest rates, inflation, and investment behavior (Lacey, 2021; Bhattacharjee & 
Das, 2021; Devkota & Dhungana, 2019). Stock prices, on the other hand, reflect investor 
sentiment, corporate performance, and broader economic dynamics. 

 Theories suggest that changes in money supply can significantly impact stock market 
performance, both directly and indirectly, through various transmission channels (Gunardi & 
Disman, 2023). In this context, understanding this nexus is critical for policymakers, investors, 
and economists, as it provides insights into how monetary interventions affect asset markets and 
economic stability. This paper examines the dynamic relationship between money supply and 
stock market performance, with a focus on short-run and long-run interactions in varying 
economic contexts. Globally, there are extensive studies on the impact of money supply on 
stock indices, but limited research exists exploring these dynamics in emerging economies, 
especially in the context of Nepal. To have better understanding of the effect of money supply 
and stock market performance in the Nepalese context, it is essential to investigate empirically. 
Moreover, this study examines the mechanisms through which money supply affects stock 
prices and indices, supported by empirical evidence from various contexts. Therefore, the 
pertinent research questions are proposed as follows: How does money supply influence stock 
market performance in Nepal? What is the role of other macroeconomic variables, such as 
interest rates, constant GDP, and remittance inflow, in shaping stock market dynamics? Is there 
evidence of speculative stock bubbles resulting from changes in the money supply in Nepal? In 
this regard, the objectives of the paper are to examine the impact of money supply on stock 
market performance in Nepal, including the role of other macroeconomic variables such as 
interest rates, constant GDP, and remittance inflow, and provide suggestions to policymakers 
and stakeholders for policy implications. 
 

Review of Literature 
Theoretical Perspectives

 Stock market performance is crucial for economic prosperity, capital formation, and 
sustainable economic growth as it facilitates resource flow, investment opportunities, pooling 
funds, sharing risk, and wealth transfer between savers and users (Subedi, 2023). The relation-
ship between money supply and the stock market composite index is a well-researched area in 
economics and finance around the globe, where several theories provide frameworks to under-
stand this relationship.

  The Quantity theory of money as the equation MV=PQ, suggests that an increase in 
the money supply leads to inflation if the output (Q) remains constant. It means as the money 

supply increases, the liquidity improves, which in turn leads to encouraging more investments 
in the stock market and raises stock values. Conversely, if inflation increases as a result of 
excessive money in circulation, stock values may suffer as actual returns on investments 
decline (Fisher, 2006). Efficient Market Hypothesis (EMH) asserts that stock prices reflect all 
available information, including monetary policy signals (Fama, 1970). Therefore, the changes 
in money supply are incorporated into stock prices as investors adjust their expectations about 
future earnings and inflation. Therefore, money supply changes can have immediate effects on 
composite stock indices, depending on the degree of market efficiency.

 Lucas (1972) developed the Rational Expectations Hypothesis and postulated that 
investors incorporate changes in money supply into their expectations about future economic 
conditions thereby influencing stock prices. It asserts that anticipated increases in money 
supply may already be reflected in stock prices, where unexpected changes can create volatili-
ty. Therefore, stock markets respond to the unanticipated component of money supply chang-
es. Modigliani and Cohn (1979) argue that money supply increases can raise inflation expecta-
tions.  Essentially, if inflation rises, it reduces the present value of future cash flows from 
stocks, adversely affecting stock prices. Therefore, the effect of money supply on stocks prices 
depends on whether inflation expectations are stable or rising. Behavioral Finance theories 
argue that the sentiment of investors and psychological factors expand the effects of money 
supply changes on stock prices (Shiller, 1981). It is observed that during periods of increased 
money supply, euphoria prevails and may lead to the overvaluation of stocks. Therefore, the 
theory states that the increase in money supply cognitive biases and herd behavior influence 
stock indices.

Empirical Review

 The nexus between money supply and the market stock performance is a widely 
studied and discussed matter in macroeconomics and financial economics to have a better 
understanding of this relationship. The summary is presented subsequently. 
Table 1
Literature Review Matrix
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 In summary, these studies have provided valuable insights into the short-term and 
long-term interactions between money supply, along other macroeconomic variables on stock 
market indicexisting studies mentioned above predominantly focused on the developed econo-
my context, with limited attention to a unique economic structure of Nepal. Similarly, most 
studies report a positive correlation between the money supply and stock prices or stock 
indices, contrasting evidence on causality and the role of macroeconomic variables indicates 
the need for a localized investigation. In conclusion, this review identifies gaps in understand-
ing the money supply dynamics in emerging economies like Nepal, highlighting the need for 
further investigation into the impact of changes in money supply on stock market performance 
and stability, thereby setting the stage for further research in Nepal.

Methodology

Research Design

 This study has adopted a quantitative research design to analyze the relationship 
between money supply, interest rates, and stock market performance in the Nepalese contest. 
The research uses time-series analysis using econometric techniques to capture the dynamic 
interactions among the variables included in the model over time. Similarly, the study is 
explanatory in nature and employs statistical models to fulfill the objectives of the research. 

Variables, Data, and Their Sources

 This study used secondary annual data on some selected macroeconomic variables of 
Nepal viz., broad money supply(M2), interest rate, GDP at a constant price, remittance inflow 
in Nepal and Nepal Stock Exchange (NEPSE) index from 1994 to 2023. They are presented 
below:

Table 1 

Variables, Data and Their Sources
Variables Nature   Definition   Sources
NEPSE  Dependent Variable Stock Market Performance Nepal Rastra Bank
M2  Independent Variable Broad Money Supply  Nepal Rastra Bank
IR  Independent Variable Interest Rate   Nepal Rastra Bank
RGDP  Control Variable GDP at Constant Price  Nepal Rastra Bank
RMT  Control Variable Annual Remittance Inflow of Nepal  Nepal Rastra Bank

Analysis Tools and Techniques

 The data analysis process involves descriptive statistics, stationarity tests, granger 
causality tests, ARDL methods of co-integration. Similarly, diagnostic tests like RESET test, 
Breusch-Godfrey Serial Correlation LM Test, Normality test, Heteroscedasticity test, stability 
test are done and they are subsequently discussed hereunder. The computer software EVIEWs 
10 was used for data analysis. 
Specification of the Empirical Model

 To fulfill the objectives of the study, the researcher has developed an empirical model 
for testing the hypothesis in functional form as follows:
NEPSEt = f(M2t , IRt ,RGDPt , RMTt)                            ...(1)
 In equation (1) above, NEPSEt, M2t, IRt, RGDPt, RMTt denote the Nepal Stock 
Exchange, broad money supply, GDP at constant price and annual remittance inflow in Nepal 
for the time ‘t’ respectively. The model given in equation (1) can be transformed into a loga-
rithmic econometric model as follows.
lnNEPSEt =  α + lnβ1T(M2t) + lnβ2(IRt)  +lnβ3(RGDP)t  +lnβ4(RMT)t + et         …(2)
 In equation (2) above symbols α denotes intercept, and β i implies slopes parameters to 
be estimated, ln stands for natural logarithm, remaining acronyms are as defined above in 
equation (1). Likewise, α and β are parameters to be estimated. 
ARDL Model

 The general form of an ARDL (p, q) model is:

In the above equation (3), Y_t is the outcome variable, X_(t-j) denotes explanatory,  α_i and β
_j  are coefficients, p and q are the lag orders, and ε_t is the error term.
The ARDL model is estimated based on the number of lags suggested by the information 

criteria suggested in the lag length selection criteria. Generally, Akaike Information Criterion 
(AIC), Hannan-Quinn Criterion (HQC) or the Schwartz Bayesian Criteria (SBC) can be used 
in order to choose the optimal lag.  
 F- bound test is essential for examining long-run relationship of the variables included 
in the model. Hence, to test if the variables have a long-run relationship, the F-test was 
performed based on the following Pesaran, Shin and Smith (2001) generalized form of applied 
ARDL model. Therefore, model for F- bound test is given below:

 In equation (4), β0 , β1, β2 … β5  are coefficients to be estimated and subscript t-1 
implies lagged value, Δ represents the first difference of the variables. Similarly, γi, δj, λk, θl, 
μm  are the short-run dynamics (coefficients of the first differenced variables). Others are 
described as follows:
lnNEPSEt = The natural log of the Nepal Stock Exchange index.
lnM2t-1 = The natural log of money supply at time t-1.
lnIRt-1  = The natural log of interest rates at time t-1.
lnRGDPt-1  = The natural log of real GDP at time t-1.
lnRMTt-1  = The natural log of remittance inflow at time t-1.
εt   = Error term.
 The ARDL model for estimating long-run coefficient can be specified as follows:

ln(NEPSE)t=β0+ β1 ln(M2)t+ β2 ln(IR) + β3ln(RGDP)t + β4ln(RMT)t +  εt  …(5)

 Moreover, the ECM in the ARDL approach to co-integration, the lagged error correc-
tion term is generated out of the long-run coefficients to replace a linear combination of the 
lagged variables, and the model is re-estimated at the optimum lags selected by using model 
selection criterion (Bahamani & Ardalani, 2006). The ECM for estimating short-run coeffi-
cient and error correction term is presented as follows:

Δln(NEPSE)t=∝ + δ_j Δln(M2)t-j+ λ_k Δln(IR)t-k+ θ_lΔln(RGDP)t-l + μ_mΔln(RMT)t-m + 

γECTt−1+ εt            …(6)
 In equation (6), ∝ , δ_j, λ_k, θ_l, μ_m, and γ are coefficients to be estimated. Others 
are described hereunder.
ΔlnNEPSEt  = Lagged change in the natural log of the Nepal Stock Exchange index.
ΔlnM2 t-j  = Lagged change in the natural log of money supply at time t-j.
ΔlnIRt-k = Lagged change in the natural log of interest rates at time t-k.
ΔlnRGDPt-l  = Lagged change in the natural log of real GDP at time t-l.
ΔlnRMTt-m = Lagged change in the natural log of remittance inflow at time t-m.
ECTt−1  =Error correction term lagged by one period.
εt   = Error term.
 Finally, the ARDL model tries to find the best linear unbiased estimator (BLUE) and 
thereby diagnostic tests need to be conducted. In this, regard, the researcher has also gone 

through such tests. Therefore, diagnostic test, such as Ramsey Regression Equation Specifica-
tion Error Test (RESET) test, is a general specification test for the linear regression model, LM 
Test for Serial Correlation, Test for Heteroscedasticity, J-B test for the normality of the residu-
als and CUSUM and CUSUMSQ test for the stability are conducted and reported.

Results and Discussion

 The estimated results presented in Tables 2 to Table 9 present results of data analysis. 
The analysis results are given and discussed subsequently.

Descriptive Statistics

 Table 2 shows descriptive statistics for included variables for the analysis from 1994 to 
2023. The acronym lnNEPSE denotes NEPSE index in log form. Its mean and median are 
6.4959, and 6.5278 respectively, indicating slight symmetry. Likewise, the skewness is 0.094 
(near 0, suggesting symmetry), kurtosis is1.745 (below 3, implying a flat distribution), and 
Jarque-Bera (JB) Probability is 0.4326, indicating the data follows a normal distribution. 
Another, acronyms lnM2 denotes Money Supply in log form. Its mean and median are 
11.44612 and 11.43098, suggesting symmetry. The skewness is 0.0768 (near 0, indicating 
symmetry). The kurtosis is 1.62399 (less than 3, flat distribution) and JB Probability is 0.3684, 
supporting normality. Another acronym lnIR denotes interest Rate in log form. Its mean and 
median are 0.7067 and 1.0919 in which mean is less than median, indicating potential left 
skewness. Another parameter, skewness is -0.6987 (negative, suggesting left-skewed distribu-
tion). Likewise, kurtosis is 2.5390 (below 3, moderately flat). Finally, JB Probability: 0.3237, 
indicating approximate normality. The acronym lnRGDP denotes Real GDP in log form. Its 
mean and median are 11.5852, and 12.0028, here mean is less than median, suggesting slight 
left skewness. The skewness for this is −0.1851 (near 0, weakly left-skewed). The kurtosis is 
1.1759 (far below 3, flat distribution). JB Probability is 0.1646, borderline normality. Finally, 
the acronym lnRMT denotes remittance in log form. Its mean and median are 10.1604 and 
10.490, here mean is less than median, indicating potential left skewness. The skewness, 
kurtosis and JB Probability are -0.5734(moderate left skewness), 2.2507(below 3, flat distribu-
tion), and 0.3763 (moderate left skewness) respectively.

Table 2 

Descriptive Statistics
Parameters lnNEPSE lnM2  lnIR  lnRGDP lnRMT
 Mean  6.4959  11.4461 0.7067  11.5852 10.1604
 Median 6.5278  11.4310 1.0919  12.0028 10.4900
 Maximum 7.9667  13.3262 2.1066  12.4604 11.7122
 Minimum 5.3223  9.6343  -1.8326  10.6109 7.1438
 Std. Dev. 0.8044  1.2036  1.0415  0.7671  1.2866
 Skewness 0.0944  0.0770  -0.6987  -0.1851  -0.5734
 Kurtosis 1.7457  1.6240  2.5390  1.1759  2.2507
 Jarque-Bera 1.6758  1.9970  2.2557  3.6088  1.9549
 Probability 0.4326  0.3684  0.3237  0.1646  0.3763

Note. This table demonstrates the descriptive statistic result as for the variables computed by 
the author based on the data of respective variables from 1994-2023. 
The descriptive statistics shows that most variables exhibit approximate normality, with some 
left-skewed or flat distributions. 

Unit Root Test Result

 Augmented Dicky Fuller (ADF) test result and Phillip-Perron (PP) test result is sum-
marized subsequently. The ADF test evaluates the stationarity of variables by testing for unit 
roots at levels and at the first differences. The Table 3 results show that lnNEPSEt and ln IRt 
are stationary at levels I(0) and I(1) both. But, lnM2t, lnRGDPt, and lnRMTt are stationary 
only after the first difference I(1) and non-stationary at levels. These results clearly indicate 
that the variables are integrated at level, I(0) and after first difference I(1). Similarly, Phil-
lip-Perron test result also shows a variable interest rate which is stationary at level I(0) and 
after first difference I(1) both. Reaming other variables are stationary only after first difference 
I(1)(Table 3). These results are crucial for selecting the ARDL model as an appropriate econo-
metric approach for co-integration analysis and examining the relationships among these 
variables. 

Table 3
Summary of Unit Root Test Result

Note. This table demonstrates the Augmented Dickey Fuller test result as computed by the 
author based on the data of respective variables from 1994-2023. The symbol ** and *** 
implies statistical significance at 5 percent and 1 percent respectively.

Lag length Selection 

 In time series analysis, the optimal lag selection is very crucial and quite sensitive in 
the case of time series analysis. The VAR Lag Order Selection Criteria are given in Table 4. 
The study uses criteria like LR, FPE, AIC, SC, and HQ to identify the optimal lag length for a 

 Table 1 shows the construct ‘reviews and recommendations;’ and is seen as unaccept-
able, the alpha values are seen quite below the threshold of 0.7. 

Results and Discussion

 This section covers the analysis of the data collected from the respondents and a discus-

sion of the results.

Respondents’ Profile

 The table below illustrates the summary of the respondents’ profile:

Table 2

Respondents’ Profile

Note. Field Survey, 2024.

 An equal number of both genders are seen within respondents. The predominance of 
younger age groups and students suggests a study that may cater to or reflect the preferences of 
a younger demographics. The majority have formal education beyond secondary school, which 
may influence their perspectives and preferences. A mix of occupational backgrounds provides 
a broad understanding of societal perspectives, but the study is dominated by students and 
self-employed individuals.

Opinions on Reviews and Recommendations

 The table below illustrates the opinion on the reviews and recommendations while 
buying smartphones:

Table 3

Opinions on Reviews and Recommendations
              Std.
Items        Mean  Deviation Skewness
The recommendations of my friends/relatives for any phone makes 
me favorably disposed towards buying that phone.   3.91  0.98 -0.51
The review ratings given for any phone model affect my purchase decision. 3.72  1.04 -0.21
Overall Average       3.82  

Note. Field Survey, 2024.

 Table 3 shows that consumers generally agree the recommendations from their social 
circle significantly in their buying decisions. Review ratings also play an important role in 
purchase decisions, though slightly less than personal recommendations. The overall mean of 
3.82 suggests that both personal recommendations and review ratings are influential factors, 
with recommendations carrying slightly more weight. Both opinions are negatively skewed.

Opinions on Marketing Attributes

 The table below illustrates the opinion on the marketing attributes, i.e. price advantage, 
physical dimension, brand and advertisement, and availability while buying smartphones:

Table 4

Opinions on Marketing Attributes

  

Note. Field Survey, 2024.

impact on buyer behavior might be less pronounced.

 Buyer’s behavior has the strongest correlation with features (+0.491**) and ‘review 
and recommendations ‘(+0.432**). Similarly, there is a weak correlation with marketing 
attributes (+0.123, p = 0.060), showing that buyers prioritize product features and reviews over 
marketing efforts.

 Features and ‘reviews and recommendations’ are the most critical factors influencing 
buyer behavior. Marketing attributes have limited direct influence on buyer behavior but are 
moderately connected to features and reviews, indirectly affecting decision-making. Strategies 
focusing on improving product features and leveraging positive reviews and recommendations 
may yield better consumer responses than purely increasing marketing efforts.

Summary of Regression Analysis 

 As Table 1 shows low reliability for the ‘reviews and recommendations’ factors, the 
respective variable is dropped from further analysis. The summary of the regression results 
has been illustrated below:

Table 8

Summary of Regression Analysis 

Model     Beta  T-statistics p-value  VIF
(Constant)    2.426  5.916  0.000 
Marketing Attributes   -0.267  -2.090  0.038  1.275
Features    +0.596  8.637  0.000  1.275
R-Square   0.255   
F-Statistics   39.65   
    (0.000)   
DW Statistics   1.863   
Note. Predictors: Marketing attributes, features; Dependent variable: Buyer’s behavior.

 R-Square (0.255) indicates that 25.5% of the variance in smartphone buying behavior 
is explained by the independent variables. Similarly, adjusted R-Square (0.248) showing a 
slightly lower but still meaningful explanatory power. F-Statistics (39.65, p < 0.001) indicates 
that the overall model is statistically significant.

 The coefficient (-0.267) suggests that an increase in marketing attributes decreases the 
dependent variable by 0.267 units, holding other variables constant. The T-statistics (-2.090) 
indicates the significance of this variable, with a p-value of 0.038 (<0.05), confirming that the 
effect is statistically significant. Similarly, the coefficient (+0.596) indicates that an increase 
in features improves the dependent variable by 0.596 units. The T-statistics (8.637) and 
P-value (0.000) show strong statistical significance. 

 All VIF values are below 10, suggesting no multicollinearity issues among the inde-
pendent variables. Durbin-Watson Statistics (1.863), i.e. close to 2, indicating no significant 
autocorrelation in the residuals.

Discussion

 Boby Joseph S.J. and Khannal (2011) factors such as brand choice, information source, 
decision-making factors, financial sources, and product satisfaction levels influenced the buying 
behavior of smartphones, while this paper found that physical dimensions, reviews, and recom-
mendations followed by features of the smartphones determined the buying behavior among 
Nepalese customers. Nepalese smartphone customers are seen as more concerned about features 
but no concern towards the advertisement of smartphones, which shows one the contradictors to 
Maliha et al. (2020) and Fulzele and Chirde's (2022) findings, where the researchers stated 
quality of a product is the most important factor, followed by price, brand and product unique-
ness, camera function, and operating system. Rai et al. (2023) concluded that product attributes 
did not significantly impact consumer behavior in smartphone purchasing decisions, while the 
current study did not ignore the various features of smartphones.

Conclusion and Implications

 The analysis provides key insights into the factors influencing smartphone buying 
behavior among consumers, highlighting the relative importance of various factors and their 
interactions with buyer behavior. The study reveals that functional and technical attributes like 
picture quality, multitasking capability, and fast charging significantly predict consumer behav-
ior, while social circle recommendations and review ratings significantly influence buyer 
behavior, emphasizing the importance of trust and peer validation.

 While moderately correlated with buyer behavior, availability shows an insignificant 
negative impact on the regression model. This suggests that while consumers prefer conve-
nience and access, these factors are secondary to functional attributes and reviews.

 Factors like phone thickness and screen size have a weak positive correlation and an 
insignificant impact indicating that they are not primary drivers. The paper determined that 
market attributes do not significantly influence the purchasing decisions of smartphone users in 
Nepal. Instead, what truly matters to these consumers is the quality and features of the smart-
phones themselves. While there may be concerns about the reliability of the paper’s reviews and 
recommendations. It is important to recognize that these factors can still sway consumer behav-
ior in the smartphone market in Nepal.

 Smartphone manufacturers who intend to sell in the Nepalese market should prioritize 
enhancing technical features, as these significantly influence consumer decisions.  Leveraging 
social proof through reviews and recommendations is essential. Investments in influencer 
marketing or testimonials could amplify consumer trust and appeal. A balanced approach to 
pricing is necessary, focusing on value rather than competing solely on cost. Ensuring availabil-
ity in multi-brand outlets and accessible service centers remains important, albeit less critical 
than core product features.

 This study concludes that consumers are more influenced by functionality and social 
validation than by traditional branding or pricing strategies, which should guide manufacturers 
and retailers in aligning their offerings with buyer preferences.

Figure 2

Percentage of Security of Using QR Code
 

 Figure 2 indicates that 71.2% of respondents believed QR codes to be secure, 1.9% felt 
insecure, and 26.9% were unsure whether to utilize secure or insecure codes.

Figure 3 

Percentage of Trustworthiness of Using QR Code

 

 Figure 3 shows that 74% of participants fully trusted QR codes, while 2% did not. 24%, 
however, were not clear if they should be trusted or mistrusted when using QR codes. 
Cross-tabulation analysis was then performed according to monthly QR Code usage, and demo-

Conclusion

 The report offers a thorough grasp of how QR codes are being adopted and used in 
various regions for various purposes in the Nepalese context. The study concludes that the 
majority of Nepalese consumers use QR codes for financial transactions. The study's participants 
reported feeling secure when using QR codes. Although there have been improvements, the 
study also finds enduring security and trust issues that could prevent QR codes from being 
widely used if left unchecked. They are more comfortable using it in a variety of industries, 
including banking, education, travel and tourism, marketing, hotels and restaurants, and health.
The Pearson Chi-square and cross-tabulation also stated that there was a significant correlation 
between the monthly use of QR code mobile payments and gender, age, occupation, province, 
and education. This indicated some variation in the monthly proportion of mobile payments 
using QR codes by province, gender, age, occupation, and level of education. 
The study comes to the conclusion that although QR codes have the potential to completely 
transform payment systems in developing nations, it will take focused efforts to maintain securi-
ty, foster trust, and improve user education in several areas before they can be widely adopted 
and grow sustainably. So, the study is intriguing since it concentrates on a developing country 
and provides valuable perspectives for similar economies directing the transition to digital 
payment methods. 

Limitations and Future Implications

 The sample size for this study was small, and it only represents a portion of Nepal’s 
population. The results show the realities of growing markets with a young population and a 
relatively sensitive QR code, even though they might not apply to Nepali people. Thus, a larger 
sample size for this research could be more broadly applicable to the investigation of QR codes 
in Nepal.
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graphic status such as gender, age, occupation, province, and education. 

Cross-Tabulation Analysis

 Cross tabulation is a quantitative research technique used to examine the relationship 
between two or more variables. Furthermore, this study used chi-square tests to investigate 
differences in the distribution of categorical responses between groups (Black, 2010). The 
chi-square test was used to identify whether gender, age, province, education, and job status 
affected the monthly frequency of using QR code mobile payments. In the table below, several 
updated UTAUT viewpoint variables are descriptively analyzed. 

Table 1

Cross-tabulation between Gender and QR Code Usage Per Month

 The majority of people use quick response (QR) codes for mobile payments 10–20 times 
a month, as shown in Table 1. This also explains the 10–20 times per month that both men and  
women use QR code mobile payments. 

 In contrast, 18.40% of women use it 10–20 times per month, while 24% of men use it 
more than 40 times. Thus, men and women alike showed interest in utilizing the QR code 
service. P = 0.000, the Pearson Chi-square value of 30.559, was below the significance level of 
0.01 (1%). 
 Therefore, there was a significant correlation between monthly QR code mobile payment 
usage and gender. This indicated some variation in the monthly proportion of mobile payments 

using QR codes by gender.

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

Table 2

Cross-tabulation between Age and QR Code Usage Per Month

     Note. 

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

 The result was a desire to use the QR code service across all age groups. The chi-squared 
Pearson value of 36.505, P = 0.006, fell below the 0.05 (5%) significance level. The monthly 
utilization of QR code mobile payments was thus significantly correlated with age group. This 
indicated some variance in the proportion of each age group using QR codes for mobile 
payments each month.

 Table 3 shows that, with the exception of Karnali and Sudurpaschim, most people in all 
provinces use quick response (QR) codes to make mobile payments 10–20 times a month. 
This also explains why 50% of Karnali residents and 75% of Sudurpaschim use it more than 40 
times a month, compared to 45.70% of Koshi residents, 52.80% of Madhesh residents, 76.90% 
of Gandaki residents, and 64.30% of Lumbini Province residents. Accordingly, all provinces' 
respondents said they would like to employ the QR code service. 

Table 3

Cross-tabulation between Provinces and QR Code Usage Per Month

    Note.

 The chi-squared Pearson value of 57.624, P = 0.000, was below the 1% cutoff of 0.01. 
Therefore, there was a high correlation between the province and the monthly use of mobile QR 
code payments. The percentage of monthly mobile payments using QR codes therefore differed 
from province to province.  

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 

that the percentage of monthly QR code mobile payment usage varied by education level.

Table 4

Cross-tabulation between Education and QR Code Usage Per Month

        Note. 

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 
that the percentage of monthly QR code mobile payment usage varied by education level.

 Table 5 shows that except for self-employed and retired individuals, most people across 
all job levels use quick response (QR) codes to make 10 to 20 mobile payments each month. 
This also explains why 57.10% of independent contractors and 42.90% of retirees use it less 
frequently than ten times a month. Respondents from various educational backgrounds thus 
wished to utilize the QR code service. 

Table 5 

Cross-tabulation between Employment and QR Code Usage Per Month

    Note. 

 

 The Pearson Chi-square value was below the 5% cutoff at 26.548 (P = 0.033). Monthly 
utilization of mobile payments using QR codes was strongly correlated with educational status. 
Accordingly, the percentage of monthly mobile payments using QR codes varied by educational 
attainment. 

Discussion

 The importance of security and trust has been highlighted by the study on the adoption of 
QR code applications. The majority of respondents utilized QR codes in the banking sector, 
followed by the education sector, the hotel business, the health sector, and other industries like 
marketing, tracking, travel and tour, and shopping (Kim & Yoon, 2014; Ozkaya et al., 2015). 
According to this research work the proportion of monthly mobile payments made via QR codes 
varied somewhat by gender and age. Therefore, each province had a different percentage of 
monthly mobile payments made with QR codes. The use of QR codes for mobile payments each 
month was highly associated with educational attainment (Luitel, 2023; Mookerjee et al., 2022). 
The report also indicated that most respondents viewed QR codes to be secure and trusted 
(Gautam & Sah, 2023; Luitel, 2023).

 MONEY IS REGARDED as the center of macroeconomics 
and understanding the effect of the money supply is critical for macro-
economc theory (John & Ezeabasili, 2020; Palley, 2015). The impact 

Results and Discussion 

Respondents Status  

 The demographic statuses of the respondents were discussed in terms of sex, age group, 
provincial areas, professional status, and academic level. Most respondents were male, 58.2%, 
and the remaining were females. According to age group, most respondents were 20 to 24 at 
52.7%, 25 to 29 at 12.7%, and 30 to 34 with 11.8% of Bagmati at 49.1%, Madhesh with 19.1%, 
and 10.9% of Gandaki and remaining from other provinces. 

 Most respondents were bachelor's degree holders, with 69.7%, and master's degree 
holders, with 14.9%. It also shows that 8.7% of the total respondents were higher secondary 
level, and 2.4% were PhD. Degree and MPhil Degree educated. The majority of respondents 
were students, followed by employees; 10.1% were self-employed, 5.8% were housekeepers, 
3.4% were retired, and 2.4% were jobless.

QR Code Using Status  

 The following analysis illustrates the areas where QR is most commonly used, and the 
consumers' perceptions of security and trust in QR services to comprehend usage trends.

Figure 1

Percentage of Area Using QR Code

 

 Figure 1 shows that most of the respondents 35% used QR codes in financial sectors, 
26% in education areas, 12% in the hotel industry, and 10% in health and other sectors such as 
travel and tour, shopping, marketing, tracking, and so on. Thus, the research on QR codes 
revealed that most of Nepalese people utilized QR codes for financial areas for financial transac-
tions.

model. The majority of the criteria have been recommended for Lag 1, as it captures model 
dynamics effectively and maintains accuracy. In other words, this lag length allows for a 
comprehensive model improving forecast with accuracy and robustness.
Table 4 
Selection of Optimum lag 
 Lag LogL  LR  FPE  AIC  SC  HQ
0 -69.6404 NA    0.0003   6.2200   6.4654   6.2851
1  37.7375 161.0670*   3.81e-07*  -0.6448*   0.8277*        -0.2541*

Note. This table demonstrates the test result as computed by the author based on the data of 
respective variables from 1994-2023. 
 F-Bound testing 
 The ARDL bounds test is a statistical method used to determine the long-run relation-
ship among variables included in the model. Evidently, the F-statistic value is 5.063 and it is 
above the upper bound at all levels of significance (1 %, 5 %, and 10 %). Since 5.063 > 4.37 
(the highest critical value for I(1) bond at 1 percent, we can reject the null hypothesis at the 1 
percent level and conclude that there exists a statistically significant long-run relationship 
between the outcome variable and the predictors included in the ARDL model(Table 5). 
Table 5
F-Bound Test Result
Null Hypothesis: There is no long-run relationship
Test Statistics  Values  K(Explanatory Variables
F-Statistics  5.063  4
Critical Value Bonds
Level of significance I(0) Bonds I(1) Bonds
10 percent  2.2  3.09
5 percent  2.56  3.49
1 percent  3.29  4.37
Note. This Table shows the F-bound test for co-integration results as computed by the author 
based on the data used for the variables spanning from 1994-2023.
Granger Causality Test Result

 The Granger causality test is a statistical hypothesis test used to determine whether 
one-time series data can predict other data belonging to certain variables included in the time 
series model. It was developed by Granger (1969) and evaluates the causal relationship 
between two variables in the sense of temporal precedence. Therefore, the result of Granger 
causality is summarized as follows:
Table 6
Granger Causality Test Result

Note. This Table shows the Granger causality test result as computed by the author based on 
the data used for the variables spanning from 1994-2023.
  In summary, broad Money Supply Granger-causes the NEPSE index, indicating that 
liquidity significantly impacts stock market performance. Likewise, real GDP Granger-causes 
the NEPSE index. But, there is weak evidence that the NEPSE index may also Granger-cause 
GDP. Interest Rate and Remittance Inflows show no Granger causality with the NEPSE index 
in either direction.
Estimated Long Run Coefficients
 Table 7 below shows the estimated long-run coefficients of the ARDL model and 
provides valuable insights into the relationships between the outcome variable NEPSE index 
and the independent and control variables included in the model. 
Table 7
Estimated Long Run Coefficients using the ARDL Approach
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variables Coefficient(Standard error) t-Statistic P. Value
lnM2  1.287***(0.364)  3.539  0.003
ln IR  -0.242*(0.135)   -1.797  0.093
lnRGDP 1.387***(0.419)  3.307  0.005
lnRMT  0.170(0.381)   0.446  0.662
C  5.783**(2.232)   2.591  0.021

Note. This table demonstrates estimated long-run coefficients using the ARDL approach as 
computed by the author based on the data used for the variables and the symbols *** ' ** and 
*indicate the significance of coefficients at 1 percent 5 percent and 10 percent level.
 Table 7 result reveals that the coefficient of broad money supply (M2) is 1.287 
(P<0.01). It implies a 1 percent increase in broad money supply is associated with a 1.287 
percent increase in the NEPSE index in the long run. It indicates that increased money supply 
may enhance liquidity in the economy, encouraging investment in the stock market and 
driving up NEPSE index. Similarly, the coefficient of interest rate(IR) is -0.242 (P<0.10) 
indicating a 1 percent increase in interest rates leads to a 0.242 percent decrease in the NEPSE 
index in the long run. This can be inferred as higher interest rates increase the cost of borrow-
ing and reduce corporate profits, making equities less attractive relative to other fixed-income 
securities. The coefficient of real GDP is 1.387 (P<0.01). This implies a 1 percent increase in 
real GDP causes an increase in NEPSE index by 1.387 percent in the long run. Its economic 
interpretation can be higher GDP growth reflects improved economic activity, boosting 
corporate earnings and investor confidence, which positively impacts stock prices. Moreover, 
the coefficient of remittance Inflows 0.170 (not significant, P=0.662). The coefficient is 
positive but statistically insignificant, indicating no clear long-run relationship between remit-
tance inflows in Nepal and the NEPSE index. It can be inferred that remittance is predominant 
used in consumption or real estate investment but not invested stocks. The estimated coeffi-
cient for constant is 5.783 (P <0.05). This reflects the inherent factors influencing the NEPSE 
index that are yet to include as the explanatory variables.
Estimated Short-Run Coefficients  
 The ECM term, also known as the error correction term ECT (-1), is a key component 
in the Error Correction Model (ECM) estimated output. Moreover, the highly significant error 
correction term (ECT) indicates that the long-run equilibrium is corrected very quickly, 
reflecting a strong and stable long-run relationship among the variables included.
Table 8
Error Correction Model
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variable Coefficient (Standard error) t-Statistic P-Value
ΔlnM2  0.842**(0.314)   2.683  0.018
ΔlnIR  -0.198(0.121)   -1.636  0.112
ΔlnRGDP 0.954***(0.312)  3.059  0.007
ΔlnRMT 0.051(0.158)   0.322  0.750
ECT(-1) -0.653***(0.147)  -4.443  0.001
Note. This table demonstrates estimated short-run coefficients using the ECM approach as 
computed by the author based on the data for the variable spanning 1994-2023 of Nepal and 
the symbols *** ' ** and *indicate the significance of coefficients at 1 percent 5 percent and 
10 percent level. 

 Table 8 shows the error correction term (ECT) coefficient value as -0.653 suggesting a 
rapid adjustment process in response to shocks, indicating that deviations from the long-run 
equilibrium are quickly corrected back. Essentially, the short-run dynamics reveal that the 
ECT is negative and highly significant (-0.653, P<0.01), indicating that approximately 65 
percent of deviations from the long-run equilibrium are corrected in the subsequent period. In 
other words, any short-term fluctuations in economic growth caused by any changes the 
money supply, interest rate, real GDP growth, and remittance inflow will not persist, as the 
model tends to correct the disequilibrium rapidly. Moreover, in short, only the variables broad 
money supply(M2), and real GDP(RGDP) are statistically significant. But, interest rate (IR), 
and remittance inflow (RMT) are not significant. Furthermore, the values of R-squared and 
Adjusted R-squared are 0.697 and 0.652, implying that the model explains about 69.7 percent 
of the variation in NEPSE index, with an adjusted value of 65.2 percent, indicating robustness 
of the model. Moreover, Durbin-Watson Statistic value is 2.42 which is close to 2, reflecting 
no serious autocorrelation issues in the residuals of the estimated model.
Diagnostic Test of the ARDL Model 
 Table 9 demonstrates diagnostic test result such as the RESET (Regression Specifica-
tion Error Test) is used to check for specification errors in a regression model, the Breus-
ch-Godfrey serial correlation LM Test is used to detect the serial correlation (autocorrelation) 
in the residuals of a regression, the Breusch-Pagan-Godfrey test is used to detect heteroskedas-
ticity in the residuals of a regression model and Jacque-Berra Test for normality test result.
Table 9
 RESET Test Result
RESET Test Result 
   Value   df   Probability
t-statistic  1.401521  35   0.1699
F-statistic  1.964261  (1, 35)   0.1699
Breusch-Godfrey serial correlation LM Test result
   Value   df   Probability
F-statistic  1.4406       Prob. F(2,13)  0.2722
Obs*R-squared 4.3541     Prob.   Chi-Square(2)  0.1134
Heteroskedasticity Test: Breusch-Pagan-Godfrey
   Value   df   Probability
F-statistic  1.2071       Prob. F(8,15)  0.3581
Obs*R-squared  9.3999       Prob. Chi-Square(8) 0.3097
Normality Test Result
Jarque-Bera statistic 0.6667   p-value   0.7165

Note. This table demonstrates diagnostic test result as computed by the author based on the 
data for the variable spanning 1994 -2024 of Nepal.
 In the Regression Specification Error Test (RESET) result, the t-statistic value is 
0.9641 with a p-value of 0.3513 which is greater than the common significance levels (0.01, 
0.05, 0.10). In this case, the p-value of 0.3513 is greater than 0.05. Hence, there is no evidence 
of the omitted variables and wrong functional form (Table 9). Regarding, the serial correlation 

LM test, the F-statistic value is 1.4406 with a p-value (Prob. F) of 0.2722. Here, the p-value of 
0.2722 is much greater than 0.05. This suggests that there is no significant evidence of serial 
correlation in the residuals. Similarly, regarding the heteroscedasticity test, the F-statistic value 
is 1.2071 with a p-value (Prob. F) of 0.3581. Here, the p-value of 0.0.3581 is much greater 
than 0.05. Hence, the Breusch-Pagan-Godfrey test results suggest that there is no significant 
evidence of heteroskedasticity in the residuals. This indicates that the variance of the residuals 
is constant across observations, meaning the model does not suffer from the heteroskedasticity 
issues based on this test (Table 9). Finally, the Jarque-Bera statistic is 0.6667 with a p-value of 
0.7165. Evidently, the p-value greater than 0.05 indicates that the residuals are normally 
distributed. Therefore, we can conclude that the residuals of the ARDL model are approxi-
mately normally distributed based on this test (Table 9). 

Stability Test Result

 The plot of cumulative sum of recursive estimate residuals line remains within the 5 
percent significance level critical bounds throughout the sample period from 1994 to 2023. 
This indicates that there are no significant deviations in the cumulative sum of the residuals 
that would suggest instability. Similarly, the cumulative sum of the squares line also remains 
within the 5 percent significance level critical bounds throughout the sample period. This 
indicates that there are no significant deviations in the cumulative sum of the squared residuals 
that would suggest instability in the variance of the residuals. Therefore, we can conclude that 
the variance of the residuals is stable over the period from 1994 to 2023 and there is no 
evidence of changes in volatility or variance instability in the ARDL model (Figure 1).

Figure 1

CUSUM Sum and SUSUM Sum of Square Recursive Residuals

   

Discussion
 The findings revealed unidirectional causality from broad money supply to NEPSE 
index, this result is aligned with the studies such as Brahmasrene and Jiranyakul (2007), 
Olulu-Briggs and Ogbulu (2015), but contrasting with the findings of Taamouti (2015) as it 
could not find any causality between them. Conversely, the studies such as Al-Kandari and 
Abul (2019), John & Ezeabasili (2020) found causality from the stock index to money supply. 
Likewise, the current study found by-directional causality between real GDP and NEPSE 
index and unidirectional causality from remittance flow to NEPSE index, but the absence of 

causality between interest rate and NEPSE index. The estimated long-run coefficients (Table 
7) provide critical insights into the factors influencing the NEPSE index. Moreover, broad 
money supply exhibits a long-run and positive and highly significant relationship with the 
NEPSE index, with a coefficient of 1.287 (P<0.01). This suggests that a 1 percent increase in 
the money supply leads to a 1.287 percent rise in the NEPSE index, this is likely due to 
enhanced liquidity in the economy, which fosters investment in the capital market. The result 
is aligned with the findings of John & Ezeabasili (2020). But, this result contrasts with Ahmad 
et al. (2015), which showed negative effect on the same. The interest rate (IR) is negatively 
related to the NEPSE index, with a coefficient of -0.242 (P<0.10). This indicates that a 1 
percent rise in interest rates reduces the NEPSE index by 0.242 percent. It may suggest that 
higher interest rates increase borrowing costs and reduce corporate profitability, making 
equities less attractive relative to fixed-income securities. Both of these results align with 
previous studies such as Ndlovu et al. (2018), Khan & Khan (2018), Shawtari et al. (2016), 
Shrestha & Subedi, (2014) and Sahu et al. (2011). But, this result contrasts with the study of 
Ahmad et al. (2015), which could not find a statistically significant effect of interest rates on a 
stock market index.
 Moreover, real GDP positively impacts the NEPSE index, with a significant coeffi-
cient of 1.387 (P<0.01). This implies that a 1 percent increase in GDP boosts the NEPSE index 
by 1.387 percent. It is so because economic growth enhances corporate earnings and investor 
confidence, leading to increased stock prices. The finding, as positive but statistically insignifi-
cant coefficient of remittance inflow, is 0.170 (P=0.662), and it indicates no clear long-run 
relationship with the NEPSE index. This suggests that remittances inflow amount in Nepal 
have been predominantly used for consumption or real estate investment rather than stock 
market investment, as the study found by Subedi (2016), the substantial proportion of remit-
tance amount is used for land purchases and real estate. The error correction model (Table 8) 
demonstrates the short-run dynamics. Similarly, the result reveals that  broad money supply 
and real GDP have positive and significant effects on the NEPSE index in the short-run. The 
error correction term is negative and highly significant with coefficient value as −0.653 
(P<0.01), indicating that 65.3 percent of deviations from the long-run equilibrium are correct-
ed within one period, reflecting a stable and rapid adjustment process. These results highlight 
the critical roles of liquidity, economic growth, and interest rates in shaping Nepal’s stock 
market dynamics while underscoring the limited influence of remittances in this context.

Conclusion and Policy Implications
 This study explored the influence of money supply and other macroeconomic variables 
on stock market performance in Nepal, with a focus on understanding their roles in shaping 
market dynamics. The findings indicate that the money supply has a significant positive 
impact on the NEPSE index, both in the long run and short run. But, the interest rate has a 
negative and significant impact in the long-run but it is insignificant in the short-run. This 
underscores the role of increased liquidity in driving stock market performance, as higher 
money supply facilitates investment in financial markets. The adjustment process to long-run 
equilibrium was stable and rapid, with deviations corrected by 65.3 percent in each period. 
Moreover, real GDP plays a crucial role in driving stock market performance, with a positive 

and significant relationship in both the short and long run. This finding reflects the close 
association between economic growth, corporate earnings, and investor confidence. Remit-
tance inflows, however, show no significant long-run relationship with the NEPSE index. 
Perhaps, it suggests that remittances are predominantly directed toward consumption or real 
estate rather than stock market investments. Overall, this study highlights the importance of 
macroeconomic stability, particularly in managing money supply and interest rates, to foster 
sustainable growth in Nepal’s stock market. It also provides critical insights for policymakers, 
investors, and stakeholders on the interplay between economic factors and stock market 
dynamics. 
 

economic, technological, political and cultural. The marketer studies the relationship between 
marketing stimuli and consumer response. These stimuli pass through the buyer’s box which 
produces the buyers’ responses. 

 Consumer buying behavior refers to the decision-making processes and actions of 
consumers when they purchase goods or services. Understanding this behavior is essential for 
businesses to align their products, marketing strategies, and customer engagement effectively. 
The buyer is considered a black box, because his mind cannot be imagined, as to his buying 
decision. The buying decision depends on his attitude, preferences, findings, etc. (Pillai et al., 
2012). Modern consumer behavior is shaped by several key trends, with digital influence 
playing a pivotal role. Wahdiniawati et al. (2024) found that perceived usefulness, particularly 
timesaving, significantly influences both interest and trust. Trust mediates the relationship 
between perceived usefulness and interest, highlighting the complexity of factors influencing 
online shopping behavior. The study suggests enhancing perceived usefulness and trust through 
improved service quality, customer engagement, and transparency in return policies. Addition-
ally, sustainability has become a major driver of consumer preferences. At the same time, 
Baviskar et al. (2024) examined consumer behavior toward sustainable product choices, focus-
ing on visual trends and environmental impact awareness. Despite a preference for sustainable 
products, non-reusable plastics remain popular. The findings highlighted the need for education 
and practical measures to promote sustainable choices. Casaca and Miguel (2024) revealed that 
personalization is transforming modern marketing strategies, enhancing customer satisfaction, 
engagement, retention, and trust, thereby reshaping business connections with customers.

Empirical Review

 Boby Joseph and Khannal (2011) studied Nepali teenagers’ buying behavior towards 
mobile phones, comparing urban, semirural, and rural areas. The study concluded that factors 
such as brand choice, information source, decision-making factors, financial sources, and 
product satisfaction levels influenced the buying behavior of smartphones.

 Mini (2019) revealed that changing consumer buying preferences and resulting changes 
in smartphone behavior are influencing middle-aged consumers’ preference for internet brows-
ing as the most popular feature in smartphones, with advertisements playing a significant role in 
this decision.

 Maliha et al. (2020) found that regulatory focus influences consumer behavior in 
purchasing smartphones, controlling perception, rationale, and lifestyle. Quality of a product is 
the most important factor, followed by price, brand and product uniqueness, camera function, 
and operating system. Sales promotions are less important for those interested in trying different 
brands of mobile devices.

 Fulzele and Chirde (2022) revealed that some people are influenced to buy smartphones 
from the advice of their relatives or friends or by seeing many offers/discounts and least people 
are influenced by advertisements.

 Rai et al. (2023) conducted a study on smartphone purchasing behavior, focusing on 
device qualities, social factors, pricing, and brand image. The results showed that product 

2024-25 (Custom Department, 2024).

 Communication is a crucial aspect of corporate life, with cell phones becoming a 
reliable and effective means of communication (Uddin et al., 2014). Smartphones are a rapidly 
growing form of communication, offering instant connections and information access (Chan, 
2015). Mobile culture is influenced by three key trends: communication services like voice, 
text, and pictures, wireless internet services like browsing, corporate access, and email, and 
various media services like movies, games, and music (Hansen, 2003). Smartphones provide 
numerous benefits to society, such as immediate calls, SMS, work scheduling, GPS, internet 
access, entertainment, application downloads, data storage, and even legal assistance (Ling et 
al., 2001). Most people worldwide have widely adopted smartphones, making them indispens-
able to their everyday lives. Joshi and Mathur (2023) revealed that product features, affordabili-
ty, brand reputation, convenience, and trust all influence the smartphone industry. Vishesh et al. 
(2018) indicated that speed and performance, brand and advertising, and finally recommenda-
tions and reviews had the greatest beneficial effects on determining the buying behavior of 
smartphones. 

 In context to Nepal, Humagai (2022) revealed that variables like, promotional cam-
paign, price, after-sales service, mobile attributes, brand name, family and friend influenced 
influence on the buying behavior of smart phones among the Nepalese consumers. Similarly, 
the paper also found no significant relationship between gender, occupation, income level, and 
marital status, but a significant relationship between education level and age for mobile 
purchase decisions. Similarly, Tiwari (2024) on consumer buying smartphones in Butwal City, 
the study found a positive correlation between formativeness, creditability, entertainment, and 
incentives in advertising, that increased purchase intention, while credible advertisements and 
entertaining ones led to increased intention. More research is needed on the factors influencing 
smartphone purchasing decisions in Nepal. Hence, this study tries to find out the factors affect-
ing consumer buying behavior for smart phones in Nepal.

Review of Literature

Theoretical Review

Buying Behavior

 Marketing identifies and satisfies the needs of target customers. Marketers must under-
stand how customers select, buy, use and dispose of products. They must know the behavior of 
their customers.

 Human behavior is a very complex process. No two customers always behave in the 
same way. Marketers must understand why customers behave as they do. Buyer behavior 
influences customer’s willingness to buy. Buyer behavior is concerned with the activities of 
customers. It involves decisions by buyers. They can be consumers or organizations (Agrawal, 2016).  

Consumer Buying Behavior

 A marketer is always interested in knowing how consumers respond to various market-
ing stimuli-products, price, place and promotion and another stimulus, i.e. buyer’s environment- 

 SMARTPHONE CONSUMPTION IN  Nepal has seen 
significant growth over the past decade, driven by increasing 
internet penetration, the availability of affordable smartphones, 
and the rise of digital services. With the expansion of 4G 
networks and more affordable data plans, internet usage has 
surged, making smartphones a necessity for staying connected. 
The data from the Department of Customs of Nepal shows that 
more than 990 thousand sets of smartphones are seen imported 
from different nations during the first five months of fiscal year 

pricing, social variables, and brand image significantly influence consumer behavior, while 
product attributes did not significantly impact consumer behavior. The study highlights the 
importance of understanding these factors in smartphone purchasing decisions.

 Boutaleb (2024) in his study on smartphone buying in Arar province, Saudi Arabia, 
found that personal, external, and gender characteristics account for 41.7 percent of the variance 
in purchasing decisions. These variables, along with gender, significantly influence smartphone 
purchasing behavior. Personal characteristics have a stronger influence on the decision to buy a 
smartphone.

Methodology

 The paper concerns the consumer buying behavior for smartphones. Hence, the paper 
has taken opinions from the potential consumers of smartphones.  To obtain the research objec-
tives, the paper follows a descriptive as well as a casual comparative research design. About 
15,000 people own a smartphone at Banepa Municipality as per the Central Bureau of Statistics 
(CBS) as of the year end of 2021. Among them 235 smartphone users and consumers were 
selected randomly from Banepa Municipality as a sample for the paper. A convenience sam-
pling technique is followed in the paper. The required data for the paper was collected through 
field visit. Potential respondents were reached to get their opinions.

 The paper has used the questionnaire used in the paper of Vishesh et al. (2018). The 
constructs used in the paper of Vishesh et al. (2018) have been followed to develop the ques-
tionnaire for the study.  A five-points Likert scale is used to measure the buying behavior of the 
Nepalese smartphones’ consumers in Nepal. A scale of ‘1’ to ‘5’ was used to measure the 
buying behavior of smartphone users where ‘1’ is indicated for ‘least important’ and ‘5’ for 
‘most important’ Correlation coefficient is a statistical measure that describes the strength and 
direction of a relationship between two variables.

 The paper has adopted Cronbach’s alpha to determine the reliability of the instrument 
used for the survey. Hence, the following outcome was seen after the reliability test:

Table 1

Reliability Result 

Constructs   Initial Items  Items Dropped  Alpha Value
Reviews and Recommendations 4   2  0.342
Marketing Attributes+   18   10  0.732
Features*    16   12  0.778
Buyer’s Behavior   6   4  0.546

Note. *Features include features 1: Speed and Performance, Features 2: Battery, Features 3: 
Camera, Features 4: Design and Color, and Features 5: Exchange Possibility. +A new construct, 
namely, marketing attributes is developed to enhance the reliability by adjoining price advan-
tage, physical dimension, brand and advertisement, and finally availability.

 Table 4 shows that an overall average of 3.57 points for marketing factors indicate a 
moderate level of agreement across all factors, with availability having the highest impact and 
price advantages the lowest. Price advantages moderately influence purchasing decisions, with 
slightly more importance given to flexible payment plans. Physical dimensions like screen size 
and thickness are relatively important, but opinions are diverse. The popularity of the brand and 
advertisement frequency significantly affect consumer behavior, with branding being slightly 
more influential. Availability factors, such as multi-brand outlets and proximity of service 
centers, are the most influential in purchasing decisions. In general, respondents value conve-
nience (availability) and brand reputation over price considerations. Preferences are diverse, 
particularly regarding physical dimensions, which may depend on individual user needs. Adver-
tisement effectiveness and brand popularity are critical for influencing consumer attitudes but 
rank slightly below availability.

Opinions on Features

 The opinions on features are summated opinions on speed, battery, camera performance, 
design and color, and finally exchange possibilities. The table below illustrates the opinions on 
features on smartphones:

Table 5

Opinions on Features

Items        Mean Std. Deviation Skewness
I would prefer a phone, which gets me better pictures clicked.  3.90 1.04  -0.30
I would prefer a phone that will not hang while performing multiple 
operations.       3.85 1.04  -0.37
Fast battery charging capability in a phone influences my buying 
decision towards that phone.     3.77 1.07  -0.24
Availability of an attractive exchange offer for my old phone while purchasing a 
new mobile phone influences my buying decision favorably towards that phone. 3.53 1.06  0.01
Overall Average       3.76  

Note. Field Survey, 2024.

 Table 5 indicates a strong agreement that consumers prioritize a phone with better 
picture quality. Consumers strongly value a phone’s ability to handle multiple operations 
without lagging. The fast charging capability is an important factor, though slightly less than 
picture quality or multitasking. A moderate preference for exchange offers, making it the least 
influential among these factors. The overall mean of 3.76 indicates that technical features 
(picture quality, multitasking, fast charging) significantly influence purchase decisions, while 
promotional aspects like exchange offers are somewhat less impactful. One of the opinions, 
skewness is 0.01, being close to zero, shows a symmetrical distribution of responses.

Opinions on Buyer’s Behavior

 The table below illustrates opinions on the buyer’s behavior of smartphones among 

Nepalese customers:

Constructs 
Review and 
Recommendations Features 

Marketing 
Attributes 

Buyer’s 
Behavior 

Review and Recommendations 1    
Features +0.515** 

(0.000) 1   
Marketing Attributes +0.366** 

(0.000) 
+0.465** 
(0.000) 1  

Buyer’s Behavior +0.432** 
(0.000) 

+0.491** 
(0.000) 

+0.123 
(0.060) 1 

 

Table 6

Opinions on Buyer’s Behavior

Items       Mean Std. Deviation Skewness
I got better convenience value.    3.91 1.06  -0.42
I achieved emotional value.    3.52 1.08  0.08

Overall Average      3.71  

Note. Field Survey, 2024.

 Table 6 shows a strong agreement that consumers feel they derive convenience value 
from their purchasing decisions. Similarly, another opinion indicates a moderate level of agree-
ment that purchases provide emotional value, though it is less influential compared to conve-
nience. The overall mean of 3.71 suggests that convenience value plays a stronger role than 
emotional value in influencing consumer behavior. One of the skewness values, i.e. 0.08, 
reflects a nearly symmetrical distribution of responses. 

 The matrix below illustrates the correlation coefficients among the selected variables for 
the paper.

Table 7

Correlation Matrix

Note. ** Correlation is significant at the 0.01 level.

 Table 7 represents the correlation matrix for constructs related to buyer's behavior, 
review and recommendations, features, and marketing attributes. 

 ‘Review and recommendations’ are seen having a positive correlation with features 
(+0.515**) and marketing factors (+0.366**). A moderate positive relationship with buyer’s 
behavior (+0.432**), indicating that reviews and recommendations significantly influence 
buyer's decisions.

 Features: have a strong positive correlation with ‘review and recommendations’ 
(+0.515**) and buyer’s behavior (+0.491**). A moderate positive relationship with marketing 
attributes (+0.465**), suggesting that features of a product are influenced by marketing strategies.

 Marketing attributes have a significant correlation with features (+0.465**) and ‘review 
and recommendations’ (+0.366**). There is a weak and non-significant correlation with buyer's 
behavior (+0.123, p = 0.060), indicating that while marketing factors are important, their direct 

 This section contains the majority of studies from both domestic and foreign contexts. Since 
QR code technology is new, not much research has been done on it. Early studies on QR codes 
focused on using the technology in various contexts. However, many studies avoid employing QR 
codes in Nepal's provincial context. Thus, the goal of this study was to look into how QR codes are 
used in different provinces in Nepal. 

Methodology

 The research was based on a descriptive research design. A structured questionnaire was 
used to gather data from QR code users, who were frequently considered a sample for the study. The 
questionnaire was based on the users' demographic profiles and also considered questions about 
using QR services. 

 A structured questionnaire utilized for survey research was used to gather data from the 208 
respondents using purposive sample procedures (Cooper & Schindler, 2014; Greener, 2008). The 
study's population is split into seven province clusters using the cluster sampling probability sample 
technique: Koshi, Madhesh, Bagmati, Gandaki, Lumbini, Karnali, and Sudurpaschim.
The structured questionnaires were prepared to obtain demographic information regarding gender, 
age, occupation, education, province, areas, and purpose of using the QR code. It also focused on 
gathering information about QR code usage per month. Data were driven into SPSS software for 
analysis. Frequency and cross-tabulation were used to analyze the data. Bar diagrams and pie charts 
presented demographic information and summarized the results with several references on national 
and international context in the discussion section.  



of money supply on stock prices and stock indices is a significant area of research, revealing 
complex relationships influenced by various macroeconomic factors (Erdugan, 2012). In other 
words, the stock price is the outcome of the overall macroeconomic performance of a national 
economy including money supply (Bhattacharjee & Das, 2021; Muchir, 2012).  In this context, 
the relationship between money supply and stock market performance is essentially a reflection 
of capital market and money market (Wang, 2016). The relationship between money supply and 
stock prices has long been a focal point of economic and financial research, as it encapsulates 
the intricate interplay between monetary policy and capital markets (Sirucek, 2013). Money 
supply, typically represented by broad money, serves as a key indicator of liquidity in an econo-
my, influencing interest rates, inflation, and investment behavior (Lacey, 2021; Bhattacharjee & 
Das, 2021; Devkota & Dhungana, 2019). Stock prices, on the other hand, reflect investor 
sentiment, corporate performance, and broader economic dynamics. 

 Theories suggest that changes in money supply can significantly impact stock market 
performance, both directly and indirectly, through various transmission channels (Gunardi & 
Disman, 2023). In this context, understanding this nexus is critical for policymakers, investors, 
and economists, as it provides insights into how monetary interventions affect asset markets and 
economic stability. This paper examines the dynamic relationship between money supply and 
stock market performance, with a focus on short-run and long-run interactions in varying 
economic contexts. Globally, there are extensive studies on the impact of money supply on 
stock indices, but limited research exists exploring these dynamics in emerging economies, 
especially in the context of Nepal. To have better understanding of the effect of money supply 
and stock market performance in the Nepalese context, it is essential to investigate empirically. 
Moreover, this study examines the mechanisms through which money supply affects stock 
prices and indices, supported by empirical evidence from various contexts. Therefore, the 
pertinent research questions are proposed as follows: How does money supply influence stock 
market performance in Nepal? What is the role of other macroeconomic variables, such as 
interest rates, constant GDP, and remittance inflow, in shaping stock market dynamics? Is there 
evidence of speculative stock bubbles resulting from changes in the money supply in Nepal? In 
this regard, the objectives of the paper are to examine the impact of money supply on stock 
market performance in Nepal, including the role of other macroeconomic variables such as 
interest rates, constant GDP, and remittance inflow, and provide suggestions to policymakers 
and stakeholders for policy implications. 
 

Review of Literature 
Theoretical Perspectives

 Stock market performance is crucial for economic prosperity, capital formation, and 
sustainable economic growth as it facilitates resource flow, investment opportunities, pooling 
funds, sharing risk, and wealth transfer between savers and users (Subedi, 2023). The relation-
ship between money supply and the stock market composite index is a well-researched area in 
economics and finance around the globe, where several theories provide frameworks to under-
stand this relationship.

  The Quantity theory of money as the equation MV=PQ, suggests that an increase in 
the money supply leads to inflation if the output (Q) remains constant. It means as the money 

supply increases, the liquidity improves, which in turn leads to encouraging more investments 
in the stock market and raises stock values. Conversely, if inflation increases as a result of 
excessive money in circulation, stock values may suffer as actual returns on investments 
decline (Fisher, 2006). Efficient Market Hypothesis (EMH) asserts that stock prices reflect all 
available information, including monetary policy signals (Fama, 1970). Therefore, the changes 
in money supply are incorporated into stock prices as investors adjust their expectations about 
future earnings and inflation. Therefore, money supply changes can have immediate effects on 
composite stock indices, depending on the degree of market efficiency.

 Lucas (1972) developed the Rational Expectations Hypothesis and postulated that 
investors incorporate changes in money supply into their expectations about future economic 
conditions thereby influencing stock prices. It asserts that anticipated increases in money 
supply may already be reflected in stock prices, where unexpected changes can create volatili-
ty. Therefore, stock markets respond to the unanticipated component of money supply chang-
es. Modigliani and Cohn (1979) argue that money supply increases can raise inflation expecta-
tions.  Essentially, if inflation rises, it reduces the present value of future cash flows from 
stocks, adversely affecting stock prices. Therefore, the effect of money supply on stocks prices 
depends on whether inflation expectations are stable or rising. Behavioral Finance theories 
argue that the sentiment of investors and psychological factors expand the effects of money 
supply changes on stock prices (Shiller, 1981). It is observed that during periods of increased 
money supply, euphoria prevails and may lead to the overvaluation of stocks. Therefore, the 
theory states that the increase in money supply cognitive biases and herd behavior influence 
stock indices.

Empirical Review

 The nexus between money supply and the market stock performance is a widely 
studied and discussed matter in macroeconomics and financial economics to have a better 
understanding of this relationship. The summary is presented subsequently. 
Table 1
Literature Review Matrix
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 In summary, these studies have provided valuable insights into the short-term and 
long-term interactions between money supply, along other macroeconomic variables on stock 
market indicexisting studies mentioned above predominantly focused on the developed econo-
my context, with limited attention to a unique economic structure of Nepal. Similarly, most 
studies report a positive correlation between the money supply and stock prices or stock 
indices, contrasting evidence on causality and the role of macroeconomic variables indicates 
the need for a localized investigation. In conclusion, this review identifies gaps in understand-
ing the money supply dynamics in emerging economies like Nepal, highlighting the need for 
further investigation into the impact of changes in money supply on stock market performance 
and stability, thereby setting the stage for further research in Nepal.

Methodology

Research Design

 This study has adopted a quantitative research design to analyze the relationship 
between money supply, interest rates, and stock market performance in the Nepalese contest. 
The research uses time-series analysis using econometric techniques to capture the dynamic 
interactions among the variables included in the model over time. Similarly, the study is 
explanatory in nature and employs statistical models to fulfill the objectives of the research. 

Variables, Data, and Their Sources

 This study used secondary annual data on some selected macroeconomic variables of 
Nepal viz., broad money supply(M2), interest rate, GDP at a constant price, remittance inflow 
in Nepal and Nepal Stock Exchange (NEPSE) index from 1994 to 2023. They are presented 
below:

Table 1 

Variables, Data and Their Sources
Variables Nature   Definition   Sources
NEPSE  Dependent Variable Stock Market Performance Nepal Rastra Bank
M2  Independent Variable Broad Money Supply  Nepal Rastra Bank
IR  Independent Variable Interest Rate   Nepal Rastra Bank
RGDP  Control Variable GDP at Constant Price  Nepal Rastra Bank
RMT  Control Variable Annual Remittance Inflow of Nepal  Nepal Rastra Bank

Analysis Tools and Techniques

 The data analysis process involves descriptive statistics, stationarity tests, granger 
causality tests, ARDL methods of co-integration. Similarly, diagnostic tests like RESET test, 
Breusch-Godfrey Serial Correlation LM Test, Normality test, Heteroscedasticity test, stability 
test are done and they are subsequently discussed hereunder. The computer software EVIEWs 
10 was used for data analysis. 
Specification of the Empirical Model

 To fulfill the objectives of the study, the researcher has developed an empirical model 
for testing the hypothesis in functional form as follows:
NEPSEt = f(M2t , IRt ,RGDPt , RMTt)                            ...(1)
 In equation (1) above, NEPSEt, M2t, IRt, RGDPt, RMTt denote the Nepal Stock 
Exchange, broad money supply, GDP at constant price and annual remittance inflow in Nepal 
for the time ‘t’ respectively. The model given in equation (1) can be transformed into a loga-
rithmic econometric model as follows.
lnNEPSEt =  α + lnβ1T(M2t) + lnβ2(IRt)  +lnβ3(RGDP)t  +lnβ4(RMT)t + et         …(2)
 In equation (2) above symbols α denotes intercept, and β i implies slopes parameters to 
be estimated, ln stands for natural logarithm, remaining acronyms are as defined above in 
equation (1). Likewise, α and β are parameters to be estimated. 
ARDL Model

 The general form of an ARDL (p, q) model is:

In the above equation (3), Y_t is the outcome variable, X_(t-j) denotes explanatory,  α_i and β
_j  are coefficients, p and q are the lag orders, and ε_t is the error term.
The ARDL model is estimated based on the number of lags suggested by the information 

criteria suggested in the lag length selection criteria. Generally, Akaike Information Criterion 
(AIC), Hannan-Quinn Criterion (HQC) or the Schwartz Bayesian Criteria (SBC) can be used 
in order to choose the optimal lag.  
 F- bound test is essential for examining long-run relationship of the variables included 
in the model. Hence, to test if the variables have a long-run relationship, the F-test was 
performed based on the following Pesaran, Shin and Smith (2001) generalized form of applied 
ARDL model. Therefore, model for F- bound test is given below:

 In equation (4), β0 , β1, β2 … β5  are coefficients to be estimated and subscript t-1 
implies lagged value, Δ represents the first difference of the variables. Similarly, γi, δj, λk, θl, 
μm  are the short-run dynamics (coefficients of the first differenced variables). Others are 
described as follows:
lnNEPSEt = The natural log of the Nepal Stock Exchange index.
lnM2t-1 = The natural log of money supply at time t-1.
lnIRt-1  = The natural log of interest rates at time t-1.
lnRGDPt-1  = The natural log of real GDP at time t-1.
lnRMTt-1  = The natural log of remittance inflow at time t-1.
εt   = Error term.
 The ARDL model for estimating long-run coefficient can be specified as follows:

ln(NEPSE)t=β0+ β1 ln(M2)t+ β2 ln(IR) + β3ln(RGDP)t + β4ln(RMT)t +  εt  …(5)

 Moreover, the ECM in the ARDL approach to co-integration, the lagged error correc-
tion term is generated out of the long-run coefficients to replace a linear combination of the 
lagged variables, and the model is re-estimated at the optimum lags selected by using model 
selection criterion (Bahamani & Ardalani, 2006). The ECM for estimating short-run coeffi-
cient and error correction term is presented as follows:

Δln(NEPSE)t=∝ + δ_j Δln(M2)t-j+ λ_k Δln(IR)t-k+ θ_lΔln(RGDP)t-l + μ_mΔln(RMT)t-m + 

γECTt−1+ εt            …(6)
 In equation (6), ∝ , δ_j, λ_k, θ_l, μ_m, and γ are coefficients to be estimated. Others 
are described hereunder.
ΔlnNEPSEt  = Lagged change in the natural log of the Nepal Stock Exchange index.
ΔlnM2 t-j  = Lagged change in the natural log of money supply at time t-j.
ΔlnIRt-k = Lagged change in the natural log of interest rates at time t-k.
ΔlnRGDPt-l  = Lagged change in the natural log of real GDP at time t-l.
ΔlnRMTt-m = Lagged change in the natural log of remittance inflow at time t-m.
ECTt−1  =Error correction term lagged by one period.
εt   = Error term.
 Finally, the ARDL model tries to find the best linear unbiased estimator (BLUE) and 
thereby diagnostic tests need to be conducted. In this, regard, the researcher has also gone 

through such tests. Therefore, diagnostic test, such as Ramsey Regression Equation Specifica-
tion Error Test (RESET) test, is a general specification test for the linear regression model, LM 
Test for Serial Correlation, Test for Heteroscedasticity, J-B test for the normality of the residu-
als and CUSUM and CUSUMSQ test for the stability are conducted and reported.

Results and Discussion

 The estimated results presented in Tables 2 to Table 9 present results of data analysis. 
The analysis results are given and discussed subsequently.

Descriptive Statistics

 Table 2 shows descriptive statistics for included variables for the analysis from 1994 to 
2023. The acronym lnNEPSE denotes NEPSE index in log form. Its mean and median are 
6.4959, and 6.5278 respectively, indicating slight symmetry. Likewise, the skewness is 0.094 
(near 0, suggesting symmetry), kurtosis is1.745 (below 3, implying a flat distribution), and 
Jarque-Bera (JB) Probability is 0.4326, indicating the data follows a normal distribution. 
Another, acronyms lnM2 denotes Money Supply in log form. Its mean and median are 
11.44612 and 11.43098, suggesting symmetry. The skewness is 0.0768 (near 0, indicating 
symmetry). The kurtosis is 1.62399 (less than 3, flat distribution) and JB Probability is 0.3684, 
supporting normality. Another acronym lnIR denotes interest Rate in log form. Its mean and 
median are 0.7067 and 1.0919 in which mean is less than median, indicating potential left 
skewness. Another parameter, skewness is -0.6987 (negative, suggesting left-skewed distribu-
tion). Likewise, kurtosis is 2.5390 (below 3, moderately flat). Finally, JB Probability: 0.3237, 
indicating approximate normality. The acronym lnRGDP denotes Real GDP in log form. Its 
mean and median are 11.5852, and 12.0028, here mean is less than median, suggesting slight 
left skewness. The skewness for this is −0.1851 (near 0, weakly left-skewed). The kurtosis is 
1.1759 (far below 3, flat distribution). JB Probability is 0.1646, borderline normality. Finally, 
the acronym lnRMT denotes remittance in log form. Its mean and median are 10.1604 and 
10.490, here mean is less than median, indicating potential left skewness. The skewness, 
kurtosis and JB Probability are -0.5734(moderate left skewness), 2.2507(below 3, flat distribu-
tion), and 0.3763 (moderate left skewness) respectively.

Table 2 

Descriptive Statistics
Parameters lnNEPSE lnM2  lnIR  lnRGDP lnRMT
 Mean  6.4959  11.4461 0.7067  11.5852 10.1604
 Median 6.5278  11.4310 1.0919  12.0028 10.4900
 Maximum 7.9667  13.3262 2.1066  12.4604 11.7122
 Minimum 5.3223  9.6343  -1.8326  10.6109 7.1438
 Std. Dev. 0.8044  1.2036  1.0415  0.7671  1.2866
 Skewness 0.0944  0.0770  -0.6987  -0.1851  -0.5734
 Kurtosis 1.7457  1.6240  2.5390  1.1759  2.2507
 Jarque-Bera 1.6758  1.9970  2.2557  3.6088  1.9549
 Probability 0.4326  0.3684  0.3237  0.1646  0.3763

Note. This table demonstrates the descriptive statistic result as for the variables computed by 
the author based on the data of respective variables from 1994-2023. 
The descriptive statistics shows that most variables exhibit approximate normality, with some 
left-skewed or flat distributions. 

Unit Root Test Result

 Augmented Dicky Fuller (ADF) test result and Phillip-Perron (PP) test result is sum-
marized subsequently. The ADF test evaluates the stationarity of variables by testing for unit 
roots at levels and at the first differences. The Table 3 results show that lnNEPSEt and ln IRt 
are stationary at levels I(0) and I(1) both. But, lnM2t, lnRGDPt, and lnRMTt are stationary 
only after the first difference I(1) and non-stationary at levels. These results clearly indicate 
that the variables are integrated at level, I(0) and after first difference I(1). Similarly, Phil-
lip-Perron test result also shows a variable interest rate which is stationary at level I(0) and 
after first difference I(1) both. Reaming other variables are stationary only after first difference 
I(1)(Table 3). These results are crucial for selecting the ARDL model as an appropriate econo-
metric approach for co-integration analysis and examining the relationships among these 
variables. 

Table 3
Summary of Unit Root Test Result

Note. This table demonstrates the Augmented Dickey Fuller test result as computed by the 
author based on the data of respective variables from 1994-2023. The symbol ** and *** 
implies statistical significance at 5 percent and 1 percent respectively.

Lag length Selection 

 In time series analysis, the optimal lag selection is very crucial and quite sensitive in 
the case of time series analysis. The VAR Lag Order Selection Criteria are given in Table 4. 
The study uses criteria like LR, FPE, AIC, SC, and HQ to identify the optimal lag length for a 

 Table 1 shows the construct ‘reviews and recommendations;’ and is seen as unaccept-
able, the alpha values are seen quite below the threshold of 0.7. 

Results and Discussion

 This section covers the analysis of the data collected from the respondents and a discus-

sion of the results.

Respondents’ Profile

 The table below illustrates the summary of the respondents’ profile:

Table 2

Respondents’ Profile

Note. Field Survey, 2024.

 An equal number of both genders are seen within respondents. The predominance of 
younger age groups and students suggests a study that may cater to or reflect the preferences of 
a younger demographics. The majority have formal education beyond secondary school, which 
may influence their perspectives and preferences. A mix of occupational backgrounds provides 
a broad understanding of societal perspectives, but the study is dominated by students and 
self-employed individuals.

Opinions on Reviews and Recommendations

 The table below illustrates the opinion on the reviews and recommendations while 
buying smartphones:

Table 3

Opinions on Reviews and Recommendations
              Std.
Items        Mean  Deviation Skewness
The recommendations of my friends/relatives for any phone makes 
me favorably disposed towards buying that phone.   3.91  0.98 -0.51
The review ratings given for any phone model affect my purchase decision. 3.72  1.04 -0.21
Overall Average       3.82  

Note. Field Survey, 2024.

 Table 3 shows that consumers generally agree the recommendations from their social 
circle significantly in their buying decisions. Review ratings also play an important role in 
purchase decisions, though slightly less than personal recommendations. The overall mean of 
3.82 suggests that both personal recommendations and review ratings are influential factors, 
with recommendations carrying slightly more weight. Both opinions are negatively skewed.

Opinions on Marketing Attributes

 The table below illustrates the opinion on the marketing attributes, i.e. price advantage, 
physical dimension, brand and advertisement, and availability while buying smartphones:

Table 4

Opinions on Marketing Attributes

  

Note. Field Survey, 2024.

impact on buyer behavior might be less pronounced.

 Buyer’s behavior has the strongest correlation with features (+0.491**) and ‘review 
and recommendations ‘(+0.432**). Similarly, there is a weak correlation with marketing 
attributes (+0.123, p = 0.060), showing that buyers prioritize product features and reviews over 
marketing efforts.

 Features and ‘reviews and recommendations’ are the most critical factors influencing 
buyer behavior. Marketing attributes have limited direct influence on buyer behavior but are 
moderately connected to features and reviews, indirectly affecting decision-making. Strategies 
focusing on improving product features and leveraging positive reviews and recommendations 
may yield better consumer responses than purely increasing marketing efforts.

Summary of Regression Analysis 

 As Table 1 shows low reliability for the ‘reviews and recommendations’ factors, the 
respective variable is dropped from further analysis. The summary of the regression results 
has been illustrated below:

Table 8

Summary of Regression Analysis 

Model     Beta  T-statistics p-value  VIF
(Constant)    2.426  5.916  0.000 
Marketing Attributes   -0.267  -2.090  0.038  1.275
Features    +0.596  8.637  0.000  1.275
R-Square   0.255   
F-Statistics   39.65   
    (0.000)   
DW Statistics   1.863   
Note. Predictors: Marketing attributes, features; Dependent variable: Buyer’s behavior.

 R-Square (0.255) indicates that 25.5% of the variance in smartphone buying behavior 
is explained by the independent variables. Similarly, adjusted R-Square (0.248) showing a 
slightly lower but still meaningful explanatory power. F-Statistics (39.65, p < 0.001) indicates 
that the overall model is statistically significant.

 The coefficient (-0.267) suggests that an increase in marketing attributes decreases the 
dependent variable by 0.267 units, holding other variables constant. The T-statistics (-2.090) 
indicates the significance of this variable, with a p-value of 0.038 (<0.05), confirming that the 
effect is statistically significant. Similarly, the coefficient (+0.596) indicates that an increase 
in features improves the dependent variable by 0.596 units. The T-statistics (8.637) and 
P-value (0.000) show strong statistical significance. 

 All VIF values are below 10, suggesting no multicollinearity issues among the inde-
pendent variables. Durbin-Watson Statistics (1.863), i.e. close to 2, indicating no significant 
autocorrelation in the residuals.

Discussion

 Boby Joseph S.J. and Khannal (2011) factors such as brand choice, information source, 
decision-making factors, financial sources, and product satisfaction levels influenced the buying 
behavior of smartphones, while this paper found that physical dimensions, reviews, and recom-
mendations followed by features of the smartphones determined the buying behavior among 
Nepalese customers. Nepalese smartphone customers are seen as more concerned about features 
but no concern towards the advertisement of smartphones, which shows one the contradictors to 
Maliha et al. (2020) and Fulzele and Chirde's (2022) findings, where the researchers stated 
quality of a product is the most important factor, followed by price, brand and product unique-
ness, camera function, and operating system. Rai et al. (2023) concluded that product attributes 
did not significantly impact consumer behavior in smartphone purchasing decisions, while the 
current study did not ignore the various features of smartphones.

Conclusion and Implications

 The analysis provides key insights into the factors influencing smartphone buying 
behavior among consumers, highlighting the relative importance of various factors and their 
interactions with buyer behavior. The study reveals that functional and technical attributes like 
picture quality, multitasking capability, and fast charging significantly predict consumer behav-
ior, while social circle recommendations and review ratings significantly influence buyer 
behavior, emphasizing the importance of trust and peer validation.

 While moderately correlated with buyer behavior, availability shows an insignificant 
negative impact on the regression model. This suggests that while consumers prefer conve-
nience and access, these factors are secondary to functional attributes and reviews.

 Factors like phone thickness and screen size have a weak positive correlation and an 
insignificant impact indicating that they are not primary drivers. The paper determined that 
market attributes do not significantly influence the purchasing decisions of smartphone users in 
Nepal. Instead, what truly matters to these consumers is the quality and features of the smart-
phones themselves. While there may be concerns about the reliability of the paper’s reviews and 
recommendations. It is important to recognize that these factors can still sway consumer behav-
ior in the smartphone market in Nepal.

 Smartphone manufacturers who intend to sell in the Nepalese market should prioritize 
enhancing technical features, as these significantly influence consumer decisions.  Leveraging 
social proof through reviews and recommendations is essential. Investments in influencer 
marketing or testimonials could amplify consumer trust and appeal. A balanced approach to 
pricing is necessary, focusing on value rather than competing solely on cost. Ensuring availabil-
ity in multi-brand outlets and accessible service centers remains important, albeit less critical 
than core product features.

 This study concludes that consumers are more influenced by functionality and social 
validation than by traditional branding or pricing strategies, which should guide manufacturers 
and retailers in aligning their offerings with buyer preferences.

Figure 2

Percentage of Security of Using QR Code
 

 Figure 2 indicates that 71.2% of respondents believed QR codes to be secure, 1.9% felt 
insecure, and 26.9% were unsure whether to utilize secure or insecure codes.

Figure 3 

Percentage of Trustworthiness of Using QR Code

 

 Figure 3 shows that 74% of participants fully trusted QR codes, while 2% did not. 24%, 
however, were not clear if they should be trusted or mistrusted when using QR codes. 
Cross-tabulation analysis was then performed according to monthly QR Code usage, and demo-

Conclusion

 The report offers a thorough grasp of how QR codes are being adopted and used in 
various regions for various purposes in the Nepalese context. The study concludes that the 
majority of Nepalese consumers use QR codes for financial transactions. The study's participants 
reported feeling secure when using QR codes. Although there have been improvements, the 
study also finds enduring security and trust issues that could prevent QR codes from being 
widely used if left unchecked. They are more comfortable using it in a variety of industries, 
including banking, education, travel and tourism, marketing, hotels and restaurants, and health.
The Pearson Chi-square and cross-tabulation also stated that there was a significant correlation 
between the monthly use of QR code mobile payments and gender, age, occupation, province, 
and education. This indicated some variation in the monthly proportion of mobile payments 
using QR codes by province, gender, age, occupation, and level of education. 
The study comes to the conclusion that although QR codes have the potential to completely 
transform payment systems in developing nations, it will take focused efforts to maintain securi-
ty, foster trust, and improve user education in several areas before they can be widely adopted 
and grow sustainably. So, the study is intriguing since it concentrates on a developing country 
and provides valuable perspectives for similar economies directing the transition to digital 
payment methods. 

Limitations and Future Implications

 The sample size for this study was small, and it only represents a portion of Nepal’s 
population. The results show the realities of growing markets with a young population and a 
relatively sensitive QR code, even though they might not apply to Nepali people. Thus, a larger 
sample size for this research could be more broadly applicable to the investigation of QR codes 
in Nepal.
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graphic status such as gender, age, occupation, province, and education. 

Cross-Tabulation Analysis

 Cross tabulation is a quantitative research technique used to examine the relationship 
between two or more variables. Furthermore, this study used chi-square tests to investigate 
differences in the distribution of categorical responses between groups (Black, 2010). The 
chi-square test was used to identify whether gender, age, province, education, and job status 
affected the monthly frequency of using QR code mobile payments. In the table below, several 
updated UTAUT viewpoint variables are descriptively analyzed. 

Table 1

Cross-tabulation between Gender and QR Code Usage Per Month

 The majority of people use quick response (QR) codes for mobile payments 10–20 times 
a month, as shown in Table 1. This also explains the 10–20 times per month that both men and  
women use QR code mobile payments. 

 In contrast, 18.40% of women use it 10–20 times per month, while 24% of men use it 
more than 40 times. Thus, men and women alike showed interest in utilizing the QR code 
service. P = 0.000, the Pearson Chi-square value of 30.559, was below the significance level of 
0.01 (1%). 
 Therefore, there was a significant correlation between monthly QR code mobile payment 
usage and gender. This indicated some variation in the monthly proportion of mobile payments 

using QR codes by gender.

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

Table 2

Cross-tabulation between Age and QR Code Usage Per Month

     Note. 

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

 The result was a desire to use the QR code service across all age groups. The chi-squared 
Pearson value of 36.505, P = 0.006, fell below the 0.05 (5%) significance level. The monthly 
utilization of QR code mobile payments was thus significantly correlated with age group. This 
indicated some variance in the proportion of each age group using QR codes for mobile 
payments each month.

 Table 3 shows that, with the exception of Karnali and Sudurpaschim, most people in all 
provinces use quick response (QR) codes to make mobile payments 10–20 times a month. 
This also explains why 50% of Karnali residents and 75% of Sudurpaschim use it more than 40 
times a month, compared to 45.70% of Koshi residents, 52.80% of Madhesh residents, 76.90% 
of Gandaki residents, and 64.30% of Lumbini Province residents. Accordingly, all provinces' 
respondents said they would like to employ the QR code service. 

Table 3

Cross-tabulation between Provinces and QR Code Usage Per Month

    Note.

 The chi-squared Pearson value of 57.624, P = 0.000, was below the 1% cutoff of 0.01. 
Therefore, there was a high correlation between the province and the monthly use of mobile QR 
code payments. The percentage of monthly mobile payments using QR codes therefore differed 
from province to province.  

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 

that the percentage of monthly QR code mobile payment usage varied by education level.

Table 4

Cross-tabulation between Education and QR Code Usage Per Month

        Note. 

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 
that the percentage of monthly QR code mobile payment usage varied by education level.

 Table 5 shows that except for self-employed and retired individuals, most people across 
all job levels use quick response (QR) codes to make 10 to 20 mobile payments each month. 
This also explains why 57.10% of independent contractors and 42.90% of retirees use it less 
frequently than ten times a month. Respondents from various educational backgrounds thus 
wished to utilize the QR code service. 

Table 5 

Cross-tabulation between Employment and QR Code Usage Per Month

    Note. 

 

 The Pearson Chi-square value was below the 5% cutoff at 26.548 (P = 0.033). Monthly 
utilization of mobile payments using QR codes was strongly correlated with educational status. 
Accordingly, the percentage of monthly mobile payments using QR codes varied by educational 
attainment. 

Discussion

 The importance of security and trust has been highlighted by the study on the adoption of 
QR code applications. The majority of respondents utilized QR codes in the banking sector, 
followed by the education sector, the hotel business, the health sector, and other industries like 
marketing, tracking, travel and tour, and shopping (Kim & Yoon, 2014; Ozkaya et al., 2015). 
According to this research work the proportion of monthly mobile payments made via QR codes 
varied somewhat by gender and age. Therefore, each province had a different percentage of 
monthly mobile payments made with QR codes. The use of QR codes for mobile payments each 
month was highly associated with educational attainment (Luitel, 2023; Mookerjee et al., 2022). 
The report also indicated that most respondents viewed QR codes to be secure and trusted 
(Gautam & Sah, 2023; Luitel, 2023).

 MONEY IS REGARDED as the center of macroeconomics 
and understanding the effect of the money supply is critical for macro-
economc theory (John & Ezeabasili, 2020; Palley, 2015). The impact 

Results and Discussion 

Respondents Status  

 The demographic statuses of the respondents were discussed in terms of sex, age group, 
provincial areas, professional status, and academic level. Most respondents were male, 58.2%, 
and the remaining were females. According to age group, most respondents were 20 to 24 at 
52.7%, 25 to 29 at 12.7%, and 30 to 34 with 11.8% of Bagmati at 49.1%, Madhesh with 19.1%, 
and 10.9% of Gandaki and remaining from other provinces. 

 Most respondents were bachelor's degree holders, with 69.7%, and master's degree 
holders, with 14.9%. It also shows that 8.7% of the total respondents were higher secondary 
level, and 2.4% were PhD. Degree and MPhil Degree educated. The majority of respondents 
were students, followed by employees; 10.1% were self-employed, 5.8% were housekeepers, 
3.4% were retired, and 2.4% were jobless.

QR Code Using Status  

 The following analysis illustrates the areas where QR is most commonly used, and the 
consumers' perceptions of security and trust in QR services to comprehend usage trends.

Figure 1

Percentage of Area Using QR Code

 

 Figure 1 shows that most of the respondents 35% used QR codes in financial sectors, 
26% in education areas, 12% in the hotel industry, and 10% in health and other sectors such as 
travel and tour, shopping, marketing, tracking, and so on. Thus, the research on QR codes 
revealed that most of Nepalese people utilized QR codes for financial areas for financial transac-
tions.

model. The majority of the criteria have been recommended for Lag 1, as it captures model 
dynamics effectively and maintains accuracy. In other words, this lag length allows for a 
comprehensive model improving forecast with accuracy and robustness.
Table 4 
Selection of Optimum lag 
 Lag LogL  LR  FPE  AIC  SC  HQ
0 -69.6404 NA    0.0003   6.2200   6.4654   6.2851
1  37.7375 161.0670*   3.81e-07*  -0.6448*   0.8277*        -0.2541*

Note. This table demonstrates the test result as computed by the author based on the data of 
respective variables from 1994-2023. 
 F-Bound testing 
 The ARDL bounds test is a statistical method used to determine the long-run relation-
ship among variables included in the model. Evidently, the F-statistic value is 5.063 and it is 
above the upper bound at all levels of significance (1 %, 5 %, and 10 %). Since 5.063 > 4.37 
(the highest critical value for I(1) bond at 1 percent, we can reject the null hypothesis at the 1 
percent level and conclude that there exists a statistically significant long-run relationship 
between the outcome variable and the predictors included in the ARDL model(Table 5). 
Table 5
F-Bound Test Result
Null Hypothesis: There is no long-run relationship
Test Statistics  Values  K(Explanatory Variables
F-Statistics  5.063  4
Critical Value Bonds
Level of significance I(0) Bonds I(1) Bonds
10 percent  2.2  3.09
5 percent  2.56  3.49
1 percent  3.29  4.37
Note. This Table shows the F-bound test for co-integration results as computed by the author 
based on the data used for the variables spanning from 1994-2023.
Granger Causality Test Result

 The Granger causality test is a statistical hypothesis test used to determine whether 
one-time series data can predict other data belonging to certain variables included in the time 
series model. It was developed by Granger (1969) and evaluates the causal relationship 
between two variables in the sense of temporal precedence. Therefore, the result of Granger 
causality is summarized as follows:
Table 6
Granger Causality Test Result

Note. This Table shows the Granger causality test result as computed by the author based on 
the data used for the variables spanning from 1994-2023.
  In summary, broad Money Supply Granger-causes the NEPSE index, indicating that 
liquidity significantly impacts stock market performance. Likewise, real GDP Granger-causes 
the NEPSE index. But, there is weak evidence that the NEPSE index may also Granger-cause 
GDP. Interest Rate and Remittance Inflows show no Granger causality with the NEPSE index 
in either direction.
Estimated Long Run Coefficients
 Table 7 below shows the estimated long-run coefficients of the ARDL model and 
provides valuable insights into the relationships between the outcome variable NEPSE index 
and the independent and control variables included in the model. 
Table 7
Estimated Long Run Coefficients using the ARDL Approach
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variables Coefficient(Standard error) t-Statistic P. Value
lnM2  1.287***(0.364)  3.539  0.003
ln IR  -0.242*(0.135)   -1.797  0.093
lnRGDP 1.387***(0.419)  3.307  0.005
lnRMT  0.170(0.381)   0.446  0.662
C  5.783**(2.232)   2.591  0.021

Note. This table demonstrates estimated long-run coefficients using the ARDL approach as 
computed by the author based on the data used for the variables and the symbols *** ' ** and 
*indicate the significance of coefficients at 1 percent 5 percent and 10 percent level.
 Table 7 result reveals that the coefficient of broad money supply (M2) is 1.287 
(P<0.01). It implies a 1 percent increase in broad money supply is associated with a 1.287 
percent increase in the NEPSE index in the long run. It indicates that increased money supply 
may enhance liquidity in the economy, encouraging investment in the stock market and 
driving up NEPSE index. Similarly, the coefficient of interest rate(IR) is -0.242 (P<0.10) 
indicating a 1 percent increase in interest rates leads to a 0.242 percent decrease in the NEPSE 
index in the long run. This can be inferred as higher interest rates increase the cost of borrow-
ing and reduce corporate profits, making equities less attractive relative to other fixed-income 
securities. The coefficient of real GDP is 1.387 (P<0.01). This implies a 1 percent increase in 
real GDP causes an increase in NEPSE index by 1.387 percent in the long run. Its economic 
interpretation can be higher GDP growth reflects improved economic activity, boosting 
corporate earnings and investor confidence, which positively impacts stock prices. Moreover, 
the coefficient of remittance Inflows 0.170 (not significant, P=0.662). The coefficient is 
positive but statistically insignificant, indicating no clear long-run relationship between remit-
tance inflows in Nepal and the NEPSE index. It can be inferred that remittance is predominant 
used in consumption or real estate investment but not invested stocks. The estimated coeffi-
cient for constant is 5.783 (P <0.05). This reflects the inherent factors influencing the NEPSE 
index that are yet to include as the explanatory variables.
Estimated Short-Run Coefficients  
 The ECM term, also known as the error correction term ECT (-1), is a key component 
in the Error Correction Model (ECM) estimated output. Moreover, the highly significant error 
correction term (ECT) indicates that the long-run equilibrium is corrected very quickly, 
reflecting a strong and stable long-run relationship among the variables included.
Table 8
Error Correction Model
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variable Coefficient (Standard error) t-Statistic P-Value
ΔlnM2  0.842**(0.314)   2.683  0.018
ΔlnIR  -0.198(0.121)   -1.636  0.112
ΔlnRGDP 0.954***(0.312)  3.059  0.007
ΔlnRMT 0.051(0.158)   0.322  0.750
ECT(-1) -0.653***(0.147)  -4.443  0.001
Note. This table demonstrates estimated short-run coefficients using the ECM approach as 
computed by the author based on the data for the variable spanning 1994-2023 of Nepal and 
the symbols *** ' ** and *indicate the significance of coefficients at 1 percent 5 percent and 
10 percent level. 

 Table 8 shows the error correction term (ECT) coefficient value as -0.653 suggesting a 
rapid adjustment process in response to shocks, indicating that deviations from the long-run 
equilibrium are quickly corrected back. Essentially, the short-run dynamics reveal that the 
ECT is negative and highly significant (-0.653, P<0.01), indicating that approximately 65 
percent of deviations from the long-run equilibrium are corrected in the subsequent period. In 
other words, any short-term fluctuations in economic growth caused by any changes the 
money supply, interest rate, real GDP growth, and remittance inflow will not persist, as the 
model tends to correct the disequilibrium rapidly. Moreover, in short, only the variables broad 
money supply(M2), and real GDP(RGDP) are statistically significant. But, interest rate (IR), 
and remittance inflow (RMT) are not significant. Furthermore, the values of R-squared and 
Adjusted R-squared are 0.697 and 0.652, implying that the model explains about 69.7 percent 
of the variation in NEPSE index, with an adjusted value of 65.2 percent, indicating robustness 
of the model. Moreover, Durbin-Watson Statistic value is 2.42 which is close to 2, reflecting 
no serious autocorrelation issues in the residuals of the estimated model.
Diagnostic Test of the ARDL Model 
 Table 9 demonstrates diagnostic test result such as the RESET (Regression Specifica-
tion Error Test) is used to check for specification errors in a regression model, the Breus-
ch-Godfrey serial correlation LM Test is used to detect the serial correlation (autocorrelation) 
in the residuals of a regression, the Breusch-Pagan-Godfrey test is used to detect heteroskedas-
ticity in the residuals of a regression model and Jacque-Berra Test for normality test result.
Table 9
 RESET Test Result
RESET Test Result 
   Value   df   Probability
t-statistic  1.401521  35   0.1699
F-statistic  1.964261  (1, 35)   0.1699
Breusch-Godfrey serial correlation LM Test result
   Value   df   Probability
F-statistic  1.4406       Prob. F(2,13)  0.2722
Obs*R-squared 4.3541     Prob.   Chi-Square(2)  0.1134
Heteroskedasticity Test: Breusch-Pagan-Godfrey
   Value   df   Probability
F-statistic  1.2071       Prob. F(8,15)  0.3581
Obs*R-squared  9.3999       Prob. Chi-Square(8) 0.3097
Normality Test Result
Jarque-Bera statistic 0.6667   p-value   0.7165

Note. This table demonstrates diagnostic test result as computed by the author based on the 
data for the variable spanning 1994 -2024 of Nepal.
 In the Regression Specification Error Test (RESET) result, the t-statistic value is 
0.9641 with a p-value of 0.3513 which is greater than the common significance levels (0.01, 
0.05, 0.10). In this case, the p-value of 0.3513 is greater than 0.05. Hence, there is no evidence 
of the omitted variables and wrong functional form (Table 9). Regarding, the serial correlation 

LM test, the F-statistic value is 1.4406 with a p-value (Prob. F) of 0.2722. Here, the p-value of 
0.2722 is much greater than 0.05. This suggests that there is no significant evidence of serial 
correlation in the residuals. Similarly, regarding the heteroscedasticity test, the F-statistic value 
is 1.2071 with a p-value (Prob. F) of 0.3581. Here, the p-value of 0.0.3581 is much greater 
than 0.05. Hence, the Breusch-Pagan-Godfrey test results suggest that there is no significant 
evidence of heteroskedasticity in the residuals. This indicates that the variance of the residuals 
is constant across observations, meaning the model does not suffer from the heteroskedasticity 
issues based on this test (Table 9). Finally, the Jarque-Bera statistic is 0.6667 with a p-value of 
0.7165. Evidently, the p-value greater than 0.05 indicates that the residuals are normally 
distributed. Therefore, we can conclude that the residuals of the ARDL model are approxi-
mately normally distributed based on this test (Table 9). 

Stability Test Result

 The plot of cumulative sum of recursive estimate residuals line remains within the 5 
percent significance level critical bounds throughout the sample period from 1994 to 2023. 
This indicates that there are no significant deviations in the cumulative sum of the residuals 
that would suggest instability. Similarly, the cumulative sum of the squares line also remains 
within the 5 percent significance level critical bounds throughout the sample period. This 
indicates that there are no significant deviations in the cumulative sum of the squared residuals 
that would suggest instability in the variance of the residuals. Therefore, we can conclude that 
the variance of the residuals is stable over the period from 1994 to 2023 and there is no 
evidence of changes in volatility or variance instability in the ARDL model (Figure 1).

Figure 1

CUSUM Sum and SUSUM Sum of Square Recursive Residuals

   

Discussion
 The findings revealed unidirectional causality from broad money supply to NEPSE 
index, this result is aligned with the studies such as Brahmasrene and Jiranyakul (2007), 
Olulu-Briggs and Ogbulu (2015), but contrasting with the findings of Taamouti (2015) as it 
could not find any causality between them. Conversely, the studies such as Al-Kandari and 
Abul (2019), John & Ezeabasili (2020) found causality from the stock index to money supply. 
Likewise, the current study found by-directional causality between real GDP and NEPSE 
index and unidirectional causality from remittance flow to NEPSE index, but the absence of 

causality between interest rate and NEPSE index. The estimated long-run coefficients (Table 
7) provide critical insights into the factors influencing the NEPSE index. Moreover, broad 
money supply exhibits a long-run and positive and highly significant relationship with the 
NEPSE index, with a coefficient of 1.287 (P<0.01). This suggests that a 1 percent increase in 
the money supply leads to a 1.287 percent rise in the NEPSE index, this is likely due to 
enhanced liquidity in the economy, which fosters investment in the capital market. The result 
is aligned with the findings of John & Ezeabasili (2020). But, this result contrasts with Ahmad 
et al. (2015), which showed negative effect on the same. The interest rate (IR) is negatively 
related to the NEPSE index, with a coefficient of -0.242 (P<0.10). This indicates that a 1 
percent rise in interest rates reduces the NEPSE index by 0.242 percent. It may suggest that 
higher interest rates increase borrowing costs and reduce corporate profitability, making 
equities less attractive relative to fixed-income securities. Both of these results align with 
previous studies such as Ndlovu et al. (2018), Khan & Khan (2018), Shawtari et al. (2016), 
Shrestha & Subedi, (2014) and Sahu et al. (2011). But, this result contrasts with the study of 
Ahmad et al. (2015), which could not find a statistically significant effect of interest rates on a 
stock market index.
 Moreover, real GDP positively impacts the NEPSE index, with a significant coeffi-
cient of 1.387 (P<0.01). This implies that a 1 percent increase in GDP boosts the NEPSE index 
by 1.387 percent. It is so because economic growth enhances corporate earnings and investor 
confidence, leading to increased stock prices. The finding, as positive but statistically insignifi-
cant coefficient of remittance inflow, is 0.170 (P=0.662), and it indicates no clear long-run 
relationship with the NEPSE index. This suggests that remittances inflow amount in Nepal 
have been predominantly used for consumption or real estate investment rather than stock 
market investment, as the study found by Subedi (2016), the substantial proportion of remit-
tance amount is used for land purchases and real estate. The error correction model (Table 8) 
demonstrates the short-run dynamics. Similarly, the result reveals that  broad money supply 
and real GDP have positive and significant effects on the NEPSE index in the short-run. The 
error correction term is negative and highly significant with coefficient value as −0.653 
(P<0.01), indicating that 65.3 percent of deviations from the long-run equilibrium are correct-
ed within one period, reflecting a stable and rapid adjustment process. These results highlight 
the critical roles of liquidity, economic growth, and interest rates in shaping Nepal’s stock 
market dynamics while underscoring the limited influence of remittances in this context.

Conclusion and Policy Implications
 This study explored the influence of money supply and other macroeconomic variables 
on stock market performance in Nepal, with a focus on understanding their roles in shaping 
market dynamics. The findings indicate that the money supply has a significant positive 
impact on the NEPSE index, both in the long run and short run. But, the interest rate has a 
negative and significant impact in the long-run but it is insignificant in the short-run. This 
underscores the role of increased liquidity in driving stock market performance, as higher 
money supply facilitates investment in financial markets. The adjustment process to long-run 
equilibrium was stable and rapid, with deviations corrected by 65.3 percent in each period. 
Moreover, real GDP plays a crucial role in driving stock market performance, with a positive 

and significant relationship in both the short and long run. This finding reflects the close 
association between economic growth, corporate earnings, and investor confidence. Remit-
tance inflows, however, show no significant long-run relationship with the NEPSE index. 
Perhaps, it suggests that remittances are predominantly directed toward consumption or real 
estate rather than stock market investments. Overall, this study highlights the importance of 
macroeconomic stability, particularly in managing money supply and interest rates, to foster 
sustainable growth in Nepal’s stock market. It also provides critical insights for policymakers, 
investors, and stakeholders on the interplay between economic factors and stock market 
dynamics. 
 

economic, technological, political and cultural. The marketer studies the relationship between 
marketing stimuli and consumer response. These stimuli pass through the buyer’s box which 
produces the buyers’ responses. 

 Consumer buying behavior refers to the decision-making processes and actions of 
consumers when they purchase goods or services. Understanding this behavior is essential for 
businesses to align their products, marketing strategies, and customer engagement effectively. 
The buyer is considered a black box, because his mind cannot be imagined, as to his buying 
decision. The buying decision depends on his attitude, preferences, findings, etc. (Pillai et al., 
2012). Modern consumer behavior is shaped by several key trends, with digital influence 
playing a pivotal role. Wahdiniawati et al. (2024) found that perceived usefulness, particularly 
timesaving, significantly influences both interest and trust. Trust mediates the relationship 
between perceived usefulness and interest, highlighting the complexity of factors influencing 
online shopping behavior. The study suggests enhancing perceived usefulness and trust through 
improved service quality, customer engagement, and transparency in return policies. Addition-
ally, sustainability has become a major driver of consumer preferences. At the same time, 
Baviskar et al. (2024) examined consumer behavior toward sustainable product choices, focus-
ing on visual trends and environmental impact awareness. Despite a preference for sustainable 
products, non-reusable plastics remain popular. The findings highlighted the need for education 
and practical measures to promote sustainable choices. Casaca and Miguel (2024) revealed that 
personalization is transforming modern marketing strategies, enhancing customer satisfaction, 
engagement, retention, and trust, thereby reshaping business connections with customers.

Empirical Review

 Boby Joseph and Khannal (2011) studied Nepali teenagers’ buying behavior towards 
mobile phones, comparing urban, semirural, and rural areas. The study concluded that factors 
such as brand choice, information source, decision-making factors, financial sources, and 
product satisfaction levels influenced the buying behavior of smartphones.

 Mini (2019) revealed that changing consumer buying preferences and resulting changes 
in smartphone behavior are influencing middle-aged consumers’ preference for internet brows-
ing as the most popular feature in smartphones, with advertisements playing a significant role in 
this decision.

 Maliha et al. (2020) found that regulatory focus influences consumer behavior in 
purchasing smartphones, controlling perception, rationale, and lifestyle. Quality of a product is 
the most important factor, followed by price, brand and product uniqueness, camera function, 
and operating system. Sales promotions are less important for those interested in trying different 
brands of mobile devices.

 Fulzele and Chirde (2022) revealed that some people are influenced to buy smartphones 
from the advice of their relatives or friends or by seeing many offers/discounts and least people 
are influenced by advertisements.

 Rai et al. (2023) conducted a study on smartphone purchasing behavior, focusing on 
device qualities, social factors, pricing, and brand image. The results showed that product 

2024-25 (Custom Department, 2024).

 Communication is a crucial aspect of corporate life, with cell phones becoming a 
reliable and effective means of communication (Uddin et al., 2014). Smartphones are a rapidly 
growing form of communication, offering instant connections and information access (Chan, 
2015). Mobile culture is influenced by three key trends: communication services like voice, 
text, and pictures, wireless internet services like browsing, corporate access, and email, and 
various media services like movies, games, and music (Hansen, 2003). Smartphones provide 
numerous benefits to society, such as immediate calls, SMS, work scheduling, GPS, internet 
access, entertainment, application downloads, data storage, and even legal assistance (Ling et 
al., 2001). Most people worldwide have widely adopted smartphones, making them indispens-
able to their everyday lives. Joshi and Mathur (2023) revealed that product features, affordabili-
ty, brand reputation, convenience, and trust all influence the smartphone industry. Vishesh et al. 
(2018) indicated that speed and performance, brand and advertising, and finally recommenda-
tions and reviews had the greatest beneficial effects on determining the buying behavior of 
smartphones. 

 In context to Nepal, Humagai (2022) revealed that variables like, promotional cam-
paign, price, after-sales service, mobile attributes, brand name, family and friend influenced 
influence on the buying behavior of smart phones among the Nepalese consumers. Similarly, 
the paper also found no significant relationship between gender, occupation, income level, and 
marital status, but a significant relationship between education level and age for mobile 
purchase decisions. Similarly, Tiwari (2024) on consumer buying smartphones in Butwal City, 
the study found a positive correlation between formativeness, creditability, entertainment, and 
incentives in advertising, that increased purchase intention, while credible advertisements and 
entertaining ones led to increased intention. More research is needed on the factors influencing 
smartphone purchasing decisions in Nepal. Hence, this study tries to find out the factors affect-
ing consumer buying behavior for smart phones in Nepal.

Review of Literature

Theoretical Review

Buying Behavior

 Marketing identifies and satisfies the needs of target customers. Marketers must under-
stand how customers select, buy, use and dispose of products. They must know the behavior of 
their customers.

 Human behavior is a very complex process. No two customers always behave in the 
same way. Marketers must understand why customers behave as they do. Buyer behavior 
influences customer’s willingness to buy. Buyer behavior is concerned with the activities of 
customers. It involves decisions by buyers. They can be consumers or organizations (Agrawal, 2016).  

Consumer Buying Behavior

 A marketer is always interested in knowing how consumers respond to various market-
ing stimuli-products, price, place and promotion and another stimulus, i.e. buyer’s environment- 

 SMARTPHONE CONSUMPTION IN  Nepal has seen 
significant growth over the past decade, driven by increasing 
internet penetration, the availability of affordable smartphones, 
and the rise of digital services. With the expansion of 4G 
networks and more affordable data plans, internet usage has 
surged, making smartphones a necessity for staying connected. 
The data from the Department of Customs of Nepal shows that 
more than 990 thousand sets of smartphones are seen imported 
from different nations during the first five months of fiscal year 

pricing, social variables, and brand image significantly influence consumer behavior, while 
product attributes did not significantly impact consumer behavior. The study highlights the 
importance of understanding these factors in smartphone purchasing decisions.

 Boutaleb (2024) in his study on smartphone buying in Arar province, Saudi Arabia, 
found that personal, external, and gender characteristics account for 41.7 percent of the variance 
in purchasing decisions. These variables, along with gender, significantly influence smartphone 
purchasing behavior. Personal characteristics have a stronger influence on the decision to buy a 
smartphone.

Methodology

 The paper concerns the consumer buying behavior for smartphones. Hence, the paper 
has taken opinions from the potential consumers of smartphones.  To obtain the research objec-
tives, the paper follows a descriptive as well as a casual comparative research design. About 
15,000 people own a smartphone at Banepa Municipality as per the Central Bureau of Statistics 
(CBS) as of the year end of 2021. Among them 235 smartphone users and consumers were 
selected randomly from Banepa Municipality as a sample for the paper. A convenience sam-
pling technique is followed in the paper. The required data for the paper was collected through 
field visit. Potential respondents were reached to get their opinions.

 The paper has used the questionnaire used in the paper of Vishesh et al. (2018). The 
constructs used in the paper of Vishesh et al. (2018) have been followed to develop the ques-
tionnaire for the study.  A five-points Likert scale is used to measure the buying behavior of the 
Nepalese smartphones’ consumers in Nepal. A scale of ‘1’ to ‘5’ was used to measure the 
buying behavior of smartphone users where ‘1’ is indicated for ‘least important’ and ‘5’ for 
‘most important’ Correlation coefficient is a statistical measure that describes the strength and 
direction of a relationship between two variables.

 The paper has adopted Cronbach’s alpha to determine the reliability of the instrument 
used for the survey. Hence, the following outcome was seen after the reliability test:

Table 1

Reliability Result 

Constructs   Initial Items  Items Dropped  Alpha Value
Reviews and Recommendations 4   2  0.342
Marketing Attributes+   18   10  0.732
Features*    16   12  0.778
Buyer’s Behavior   6   4  0.546

Note. *Features include features 1: Speed and Performance, Features 2: Battery, Features 3: 
Camera, Features 4: Design and Color, and Features 5: Exchange Possibility. +A new construct, 
namely, marketing attributes is developed to enhance the reliability by adjoining price advan-
tage, physical dimension, brand and advertisement, and finally availability.

 Table 4 shows that an overall average of 3.57 points for marketing factors indicate a 
moderate level of agreement across all factors, with availability having the highest impact and 
price advantages the lowest. Price advantages moderately influence purchasing decisions, with 
slightly more importance given to flexible payment plans. Physical dimensions like screen size 
and thickness are relatively important, but opinions are diverse. The popularity of the brand and 
advertisement frequency significantly affect consumer behavior, with branding being slightly 
more influential. Availability factors, such as multi-brand outlets and proximity of service 
centers, are the most influential in purchasing decisions. In general, respondents value conve-
nience (availability) and brand reputation over price considerations. Preferences are diverse, 
particularly regarding physical dimensions, which may depend on individual user needs. Adver-
tisement effectiveness and brand popularity are critical for influencing consumer attitudes but 
rank slightly below availability.

Opinions on Features

 The opinions on features are summated opinions on speed, battery, camera performance, 
design and color, and finally exchange possibilities. The table below illustrates the opinions on 
features on smartphones:

Table 5

Opinions on Features

Items        Mean Std. Deviation Skewness
I would prefer a phone, which gets me better pictures clicked.  3.90 1.04  -0.30
I would prefer a phone that will not hang while performing multiple 
operations.       3.85 1.04  -0.37
Fast battery charging capability in a phone influences my buying 
decision towards that phone.     3.77 1.07  -0.24
Availability of an attractive exchange offer for my old phone while purchasing a 
new mobile phone influences my buying decision favorably towards that phone. 3.53 1.06  0.01
Overall Average       3.76  

Note. Field Survey, 2024.

 Table 5 indicates a strong agreement that consumers prioritize a phone with better 
picture quality. Consumers strongly value a phone’s ability to handle multiple operations 
without lagging. The fast charging capability is an important factor, though slightly less than 
picture quality or multitasking. A moderate preference for exchange offers, making it the least 
influential among these factors. The overall mean of 3.76 indicates that technical features 
(picture quality, multitasking, fast charging) significantly influence purchase decisions, while 
promotional aspects like exchange offers are somewhat less impactful. One of the opinions, 
skewness is 0.01, being close to zero, shows a symmetrical distribution of responses.

Opinions on Buyer’s Behavior

 The table below illustrates opinions on the buyer’s behavior of smartphones among 

Nepalese customers:

Table 6

Opinions on Buyer’s Behavior

Items       Mean Std. Deviation Skewness
I got better convenience value.    3.91 1.06  -0.42
I achieved emotional value.    3.52 1.08  0.08

Overall Average      3.71  

Note. Field Survey, 2024.

 Table 6 shows a strong agreement that consumers feel they derive convenience value 
from their purchasing decisions. Similarly, another opinion indicates a moderate level of agree-
ment that purchases provide emotional value, though it is less influential compared to conve-
nience. The overall mean of 3.71 suggests that convenience value plays a stronger role than 
emotional value in influencing consumer behavior. One of the skewness values, i.e. 0.08, 
reflects a nearly symmetrical distribution of responses. 

 The matrix below illustrates the correlation coefficients among the selected variables for 
the paper.

Table 7

Correlation Matrix

Note. ** Correlation is significant at the 0.01 level.

 Table 7 represents the correlation matrix for constructs related to buyer's behavior, 
review and recommendations, features, and marketing attributes. 

 ‘Review and recommendations’ are seen having a positive correlation with features 
(+0.515**) and marketing factors (+0.366**). A moderate positive relationship with buyer’s 
behavior (+0.432**), indicating that reviews and recommendations significantly influence 
buyer's decisions.

 Features: have a strong positive correlation with ‘review and recommendations’ 
(+0.515**) and buyer’s behavior (+0.491**). A moderate positive relationship with marketing 
attributes (+0.465**), suggesting that features of a product are influenced by marketing strategies.

 Marketing attributes have a significant correlation with features (+0.465**) and ‘review 
and recommendations’ (+0.366**). There is a weak and non-significant correlation with buyer's 
behavior (+0.123, p = 0.060), indicating that while marketing factors are important, their direct 

 This section contains the majority of studies from both domestic and foreign contexts. Since 
QR code technology is new, not much research has been done on it. Early studies on QR codes 
focused on using the technology in various contexts. However, many studies avoid employing QR 
codes in Nepal's provincial context. Thus, the goal of this study was to look into how QR codes are 
used in different provinces in Nepal. 

Methodology

 The research was based on a descriptive research design. A structured questionnaire was 
used to gather data from QR code users, who were frequently considered a sample for the study. The 
questionnaire was based on the users' demographic profiles and also considered questions about 
using QR services. 

 A structured questionnaire utilized for survey research was used to gather data from the 208 
respondents using purposive sample procedures (Cooper & Schindler, 2014; Greener, 2008). The 
study's population is split into seven province clusters using the cluster sampling probability sample 
technique: Koshi, Madhesh, Bagmati, Gandaki, Lumbini, Karnali, and Sudurpaschim.
The structured questionnaires were prepared to obtain demographic information regarding gender, 
age, occupation, education, province, areas, and purpose of using the QR code. It also focused on 
gathering information about QR code usage per month. Data were driven into SPSS software for 
analysis. Frequency and cross-tabulation were used to analyze the data. Bar diagrams and pie charts 
presented demographic information and summarized the results with several references on national 
and international context in the discussion section.  



of money supply on stock prices and stock indices is a significant area of research, revealing 
complex relationships influenced by various macroeconomic factors (Erdugan, 2012). In other 
words, the stock price is the outcome of the overall macroeconomic performance of a national 
economy including money supply (Bhattacharjee & Das, 2021; Muchir, 2012).  In this context, 
the relationship between money supply and stock market performance is essentially a reflection 
of capital market and money market (Wang, 2016). The relationship between money supply and 
stock prices has long been a focal point of economic and financial research, as it encapsulates 
the intricate interplay between monetary policy and capital markets (Sirucek, 2013). Money 
supply, typically represented by broad money, serves as a key indicator of liquidity in an econo-
my, influencing interest rates, inflation, and investment behavior (Lacey, 2021; Bhattacharjee & 
Das, 2021; Devkota & Dhungana, 2019). Stock prices, on the other hand, reflect investor 
sentiment, corporate performance, and broader economic dynamics. 

 Theories suggest that changes in money supply can significantly impact stock market 
performance, both directly and indirectly, through various transmission channels (Gunardi & 
Disman, 2023). In this context, understanding this nexus is critical for policymakers, investors, 
and economists, as it provides insights into how monetary interventions affect asset markets and 
economic stability. This paper examines the dynamic relationship between money supply and 
stock market performance, with a focus on short-run and long-run interactions in varying 
economic contexts. Globally, there are extensive studies on the impact of money supply on 
stock indices, but limited research exists exploring these dynamics in emerging economies, 
especially in the context of Nepal. To have better understanding of the effect of money supply 
and stock market performance in the Nepalese context, it is essential to investigate empirically. 
Moreover, this study examines the mechanisms through which money supply affects stock 
prices and indices, supported by empirical evidence from various contexts. Therefore, the 
pertinent research questions are proposed as follows: How does money supply influence stock 
market performance in Nepal? What is the role of other macroeconomic variables, such as 
interest rates, constant GDP, and remittance inflow, in shaping stock market dynamics? Is there 
evidence of speculative stock bubbles resulting from changes in the money supply in Nepal? In 
this regard, the objectives of the paper are to examine the impact of money supply on stock 
market performance in Nepal, including the role of other macroeconomic variables such as 
interest rates, constant GDP, and remittance inflow, and provide suggestions to policymakers 
and stakeholders for policy implications. 
 

Review of Literature 
Theoretical Perspectives

 Stock market performance is crucial for economic prosperity, capital formation, and 
sustainable economic growth as it facilitates resource flow, investment opportunities, pooling 
funds, sharing risk, and wealth transfer between savers and users (Subedi, 2023). The relation-
ship between money supply and the stock market composite index is a well-researched area in 
economics and finance around the globe, where several theories provide frameworks to under-
stand this relationship.

  The Quantity theory of money as the equation MV=PQ, suggests that an increase in 
the money supply leads to inflation if the output (Q) remains constant. It means as the money 

supply increases, the liquidity improves, which in turn leads to encouraging more investments 
in the stock market and raises stock values. Conversely, if inflation increases as a result of 
excessive money in circulation, stock values may suffer as actual returns on investments 
decline (Fisher, 2006). Efficient Market Hypothesis (EMH) asserts that stock prices reflect all 
available information, including monetary policy signals (Fama, 1970). Therefore, the changes 
in money supply are incorporated into stock prices as investors adjust their expectations about 
future earnings and inflation. Therefore, money supply changes can have immediate effects on 
composite stock indices, depending on the degree of market efficiency.

 Lucas (1972) developed the Rational Expectations Hypothesis and postulated that 
investors incorporate changes in money supply into their expectations about future economic 
conditions thereby influencing stock prices. It asserts that anticipated increases in money 
supply may already be reflected in stock prices, where unexpected changes can create volatili-
ty. Therefore, stock markets respond to the unanticipated component of money supply chang-
es. Modigliani and Cohn (1979) argue that money supply increases can raise inflation expecta-
tions.  Essentially, if inflation rises, it reduces the present value of future cash flows from 
stocks, adversely affecting stock prices. Therefore, the effect of money supply on stocks prices 
depends on whether inflation expectations are stable or rising. Behavioral Finance theories 
argue that the sentiment of investors and psychological factors expand the effects of money 
supply changes on stock prices (Shiller, 1981). It is observed that during periods of increased 
money supply, euphoria prevails and may lead to the overvaluation of stocks. Therefore, the 
theory states that the increase in money supply cognitive biases and herd behavior influence 
stock indices.

Empirical Review

 The nexus between money supply and the market stock performance is a widely 
studied and discussed matter in macroeconomics and financial economics to have a better 
understanding of this relationship. The summary is presented subsequently. 
Table 1
Literature Review Matrix
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 In summary, these studies have provided valuable insights into the short-term and 
long-term interactions between money supply, along other macroeconomic variables on stock 
market indicexisting studies mentioned above predominantly focused on the developed econo-
my context, with limited attention to a unique economic structure of Nepal. Similarly, most 
studies report a positive correlation between the money supply and stock prices or stock 
indices, contrasting evidence on causality and the role of macroeconomic variables indicates 
the need for a localized investigation. In conclusion, this review identifies gaps in understand-
ing the money supply dynamics in emerging economies like Nepal, highlighting the need for 
further investigation into the impact of changes in money supply on stock market performance 
and stability, thereby setting the stage for further research in Nepal.

Methodology

Research Design

 This study has adopted a quantitative research design to analyze the relationship 
between money supply, interest rates, and stock market performance in the Nepalese contest. 
The research uses time-series analysis using econometric techniques to capture the dynamic 
interactions among the variables included in the model over time. Similarly, the study is 
explanatory in nature and employs statistical models to fulfill the objectives of the research. 

Variables, Data, and Their Sources

 This study used secondary annual data on some selected macroeconomic variables of 
Nepal viz., broad money supply(M2), interest rate, GDP at a constant price, remittance inflow 
in Nepal and Nepal Stock Exchange (NEPSE) index from 1994 to 2023. They are presented 
below:

Table 1 

Variables, Data and Their Sources
Variables Nature   Definition   Sources
NEPSE  Dependent Variable Stock Market Performance Nepal Rastra Bank
M2  Independent Variable Broad Money Supply  Nepal Rastra Bank
IR  Independent Variable Interest Rate   Nepal Rastra Bank
RGDP  Control Variable GDP at Constant Price  Nepal Rastra Bank
RMT  Control Variable Annual Remittance Inflow of Nepal  Nepal Rastra Bank

Analysis Tools and Techniques

 The data analysis process involves descriptive statistics, stationarity tests, granger 
causality tests, ARDL methods of co-integration. Similarly, diagnostic tests like RESET test, 
Breusch-Godfrey Serial Correlation LM Test, Normality test, Heteroscedasticity test, stability 
test are done and they are subsequently discussed hereunder. The computer software EVIEWs 
10 was used for data analysis. 
Specification of the Empirical Model

 To fulfill the objectives of the study, the researcher has developed an empirical model 
for testing the hypothesis in functional form as follows:
NEPSEt = f(M2t , IRt ,RGDPt , RMTt)                            ...(1)
 In equation (1) above, NEPSEt, M2t, IRt, RGDPt, RMTt denote the Nepal Stock 
Exchange, broad money supply, GDP at constant price and annual remittance inflow in Nepal 
for the time ‘t’ respectively. The model given in equation (1) can be transformed into a loga-
rithmic econometric model as follows.
lnNEPSEt =  α + lnβ1T(M2t) + lnβ2(IRt)  +lnβ3(RGDP)t  +lnβ4(RMT)t + et         …(2)
 In equation (2) above symbols α denotes intercept, and β i implies slopes parameters to 
be estimated, ln stands for natural logarithm, remaining acronyms are as defined above in 
equation (1). Likewise, α and β are parameters to be estimated. 
ARDL Model

 The general form of an ARDL (p, q) model is:

In the above equation (3), Y_t is the outcome variable, X_(t-j) denotes explanatory,  α_i and β
_j  are coefficients, p and q are the lag orders, and ε_t is the error term.
The ARDL model is estimated based on the number of lags suggested by the information 

criteria suggested in the lag length selection criteria. Generally, Akaike Information Criterion 
(AIC), Hannan-Quinn Criterion (HQC) or the Schwartz Bayesian Criteria (SBC) can be used 
in order to choose the optimal lag.  
 F- bound test is essential for examining long-run relationship of the variables included 
in the model. Hence, to test if the variables have a long-run relationship, the F-test was 
performed based on the following Pesaran, Shin and Smith (2001) generalized form of applied 
ARDL model. Therefore, model for F- bound test is given below:

 In equation (4), β0 , β1, β2 … β5  are coefficients to be estimated and subscript t-1 
implies lagged value, Δ represents the first difference of the variables. Similarly, γi, δj, λk, θl, 
μm  are the short-run dynamics (coefficients of the first differenced variables). Others are 
described as follows:
lnNEPSEt = The natural log of the Nepal Stock Exchange index.
lnM2t-1 = The natural log of money supply at time t-1.
lnIRt-1  = The natural log of interest rates at time t-1.
lnRGDPt-1  = The natural log of real GDP at time t-1.
lnRMTt-1  = The natural log of remittance inflow at time t-1.
εt   = Error term.
 The ARDL model for estimating long-run coefficient can be specified as follows:

ln(NEPSE)t=β0+ β1 ln(M2)t+ β2 ln(IR) + β3ln(RGDP)t + β4ln(RMT)t +  εt  …(5)

 Moreover, the ECM in the ARDL approach to co-integration, the lagged error correc-
tion term is generated out of the long-run coefficients to replace a linear combination of the 
lagged variables, and the model is re-estimated at the optimum lags selected by using model 
selection criterion (Bahamani & Ardalani, 2006). The ECM for estimating short-run coeffi-
cient and error correction term is presented as follows:

Δln(NEPSE)t=∝ + δ_j Δln(M2)t-j+ λ_k Δln(IR)t-k+ θ_lΔln(RGDP)t-l + μ_mΔln(RMT)t-m + 

γECTt−1+ εt            …(6)
 In equation (6), ∝ , δ_j, λ_k, θ_l, μ_m, and γ are coefficients to be estimated. Others 
are described hereunder.
ΔlnNEPSEt  = Lagged change in the natural log of the Nepal Stock Exchange index.
ΔlnM2 t-j  = Lagged change in the natural log of money supply at time t-j.
ΔlnIRt-k = Lagged change in the natural log of interest rates at time t-k.
ΔlnRGDPt-l  = Lagged change in the natural log of real GDP at time t-l.
ΔlnRMTt-m = Lagged change in the natural log of remittance inflow at time t-m.
ECTt−1  =Error correction term lagged by one period.
εt   = Error term.
 Finally, the ARDL model tries to find the best linear unbiased estimator (BLUE) and 
thereby diagnostic tests need to be conducted. In this, regard, the researcher has also gone 

through such tests. Therefore, diagnostic test, such as Ramsey Regression Equation Specifica-
tion Error Test (RESET) test, is a general specification test for the linear regression model, LM 
Test for Serial Correlation, Test for Heteroscedasticity, J-B test for the normality of the residu-
als and CUSUM and CUSUMSQ test for the stability are conducted and reported.

Results and Discussion

 The estimated results presented in Tables 2 to Table 9 present results of data analysis. 
The analysis results are given and discussed subsequently.

Descriptive Statistics

 Table 2 shows descriptive statistics for included variables for the analysis from 1994 to 
2023. The acronym lnNEPSE denotes NEPSE index in log form. Its mean and median are 
6.4959, and 6.5278 respectively, indicating slight symmetry. Likewise, the skewness is 0.094 
(near 0, suggesting symmetry), kurtosis is1.745 (below 3, implying a flat distribution), and 
Jarque-Bera (JB) Probability is 0.4326, indicating the data follows a normal distribution. 
Another, acronyms lnM2 denotes Money Supply in log form. Its mean and median are 
11.44612 and 11.43098, suggesting symmetry. The skewness is 0.0768 (near 0, indicating 
symmetry). The kurtosis is 1.62399 (less than 3, flat distribution) and JB Probability is 0.3684, 
supporting normality. Another acronym lnIR denotes interest Rate in log form. Its mean and 
median are 0.7067 and 1.0919 in which mean is less than median, indicating potential left 
skewness. Another parameter, skewness is -0.6987 (negative, suggesting left-skewed distribu-
tion). Likewise, kurtosis is 2.5390 (below 3, moderately flat). Finally, JB Probability: 0.3237, 
indicating approximate normality. The acronym lnRGDP denotes Real GDP in log form. Its 
mean and median are 11.5852, and 12.0028, here mean is less than median, suggesting slight 
left skewness. The skewness for this is −0.1851 (near 0, weakly left-skewed). The kurtosis is 
1.1759 (far below 3, flat distribution). JB Probability is 0.1646, borderline normality. Finally, 
the acronym lnRMT denotes remittance in log form. Its mean and median are 10.1604 and 
10.490, here mean is less than median, indicating potential left skewness. The skewness, 
kurtosis and JB Probability are -0.5734(moderate left skewness), 2.2507(below 3, flat distribu-
tion), and 0.3763 (moderate left skewness) respectively.

Table 2 

Descriptive Statistics
Parameters lnNEPSE lnM2  lnIR  lnRGDP lnRMT
 Mean  6.4959  11.4461 0.7067  11.5852 10.1604
 Median 6.5278  11.4310 1.0919  12.0028 10.4900
 Maximum 7.9667  13.3262 2.1066  12.4604 11.7122
 Minimum 5.3223  9.6343  -1.8326  10.6109 7.1438
 Std. Dev. 0.8044  1.2036  1.0415  0.7671  1.2866
 Skewness 0.0944  0.0770  -0.6987  -0.1851  -0.5734
 Kurtosis 1.7457  1.6240  2.5390  1.1759  2.2507
 Jarque-Bera 1.6758  1.9970  2.2557  3.6088  1.9549
 Probability 0.4326  0.3684  0.3237  0.1646  0.3763

Note. This table demonstrates the descriptive statistic result as for the variables computed by 
the author based on the data of respective variables from 1994-2023. 
The descriptive statistics shows that most variables exhibit approximate normality, with some 
left-skewed or flat distributions. 

Unit Root Test Result

 Augmented Dicky Fuller (ADF) test result and Phillip-Perron (PP) test result is sum-
marized subsequently. The ADF test evaluates the stationarity of variables by testing for unit 
roots at levels and at the first differences. The Table 3 results show that lnNEPSEt and ln IRt 
are stationary at levels I(0) and I(1) both. But, lnM2t, lnRGDPt, and lnRMTt are stationary 
only after the first difference I(1) and non-stationary at levels. These results clearly indicate 
that the variables are integrated at level, I(0) and after first difference I(1). Similarly, Phil-
lip-Perron test result also shows a variable interest rate which is stationary at level I(0) and 
after first difference I(1) both. Reaming other variables are stationary only after first difference 
I(1)(Table 3). These results are crucial for selecting the ARDL model as an appropriate econo-
metric approach for co-integration analysis and examining the relationships among these 
variables. 

Table 3
Summary of Unit Root Test Result

Note. This table demonstrates the Augmented Dickey Fuller test result as computed by the 
author based on the data of respective variables from 1994-2023. The symbol ** and *** 
implies statistical significance at 5 percent and 1 percent respectively.

Lag length Selection 

 In time series analysis, the optimal lag selection is very crucial and quite sensitive in 
the case of time series analysis. The VAR Lag Order Selection Criteria are given in Table 4. 
The study uses criteria like LR, FPE, AIC, SC, and HQ to identify the optimal lag length for a 

 Table 1 shows the construct ‘reviews and recommendations;’ and is seen as unaccept-
able, the alpha values are seen quite below the threshold of 0.7. 

Results and Discussion

 This section covers the analysis of the data collected from the respondents and a discus-

sion of the results.

Respondents’ Profile

 The table below illustrates the summary of the respondents’ profile:

Table 2

Respondents’ Profile

Note. Field Survey, 2024.

 An equal number of both genders are seen within respondents. The predominance of 
younger age groups and students suggests a study that may cater to or reflect the preferences of 
a younger demographics. The majority have formal education beyond secondary school, which 
may influence their perspectives and preferences. A mix of occupational backgrounds provides 
a broad understanding of societal perspectives, but the study is dominated by students and 
self-employed individuals.

Opinions on Reviews and Recommendations

 The table below illustrates the opinion on the reviews and recommendations while 
buying smartphones:

Table 3

Opinions on Reviews and Recommendations
              Std.
Items        Mean  Deviation Skewness
The recommendations of my friends/relatives for any phone makes 
me favorably disposed towards buying that phone.   3.91  0.98 -0.51
The review ratings given for any phone model affect my purchase decision. 3.72  1.04 -0.21
Overall Average       3.82  

Note. Field Survey, 2024.

 Table 3 shows that consumers generally agree the recommendations from their social 
circle significantly in their buying decisions. Review ratings also play an important role in 
purchase decisions, though slightly less than personal recommendations. The overall mean of 
3.82 suggests that both personal recommendations and review ratings are influential factors, 
with recommendations carrying slightly more weight. Both opinions are negatively skewed.

Opinions on Marketing Attributes

 The table below illustrates the opinion on the marketing attributes, i.e. price advantage, 
physical dimension, brand and advertisement, and availability while buying smartphones:

Table 4

Opinions on Marketing Attributes

  

Note. Field Survey, 2024.

impact on buyer behavior might be less pronounced.

 Buyer’s behavior has the strongest correlation with features (+0.491**) and ‘review 
and recommendations ‘(+0.432**). Similarly, there is a weak correlation with marketing 
attributes (+0.123, p = 0.060), showing that buyers prioritize product features and reviews over 
marketing efforts.

 Features and ‘reviews and recommendations’ are the most critical factors influencing 
buyer behavior. Marketing attributes have limited direct influence on buyer behavior but are 
moderately connected to features and reviews, indirectly affecting decision-making. Strategies 
focusing on improving product features and leveraging positive reviews and recommendations 
may yield better consumer responses than purely increasing marketing efforts.

Summary of Regression Analysis 

 As Table 1 shows low reliability for the ‘reviews and recommendations’ factors, the 
respective variable is dropped from further analysis. The summary of the regression results 
has been illustrated below:

Table 8

Summary of Regression Analysis 

Model     Beta  T-statistics p-value  VIF
(Constant)    2.426  5.916  0.000 
Marketing Attributes   -0.267  -2.090  0.038  1.275
Features    +0.596  8.637  0.000  1.275
R-Square   0.255   
F-Statistics   39.65   
    (0.000)   
DW Statistics   1.863   
Note. Predictors: Marketing attributes, features; Dependent variable: Buyer’s behavior.

 R-Square (0.255) indicates that 25.5% of the variance in smartphone buying behavior 
is explained by the independent variables. Similarly, adjusted R-Square (0.248) showing a 
slightly lower but still meaningful explanatory power. F-Statistics (39.65, p < 0.001) indicates 
that the overall model is statistically significant.

 The coefficient (-0.267) suggests that an increase in marketing attributes decreases the 
dependent variable by 0.267 units, holding other variables constant. The T-statistics (-2.090) 
indicates the significance of this variable, with a p-value of 0.038 (<0.05), confirming that the 
effect is statistically significant. Similarly, the coefficient (+0.596) indicates that an increase 
in features improves the dependent variable by 0.596 units. The T-statistics (8.637) and 
P-value (0.000) show strong statistical significance. 

 All VIF values are below 10, suggesting no multicollinearity issues among the inde-
pendent variables. Durbin-Watson Statistics (1.863), i.e. close to 2, indicating no significant 
autocorrelation in the residuals.

Discussion

 Boby Joseph S.J. and Khannal (2011) factors such as brand choice, information source, 
decision-making factors, financial sources, and product satisfaction levels influenced the buying 
behavior of smartphones, while this paper found that physical dimensions, reviews, and recom-
mendations followed by features of the smartphones determined the buying behavior among 
Nepalese customers. Nepalese smartphone customers are seen as more concerned about features 
but no concern towards the advertisement of smartphones, which shows one the contradictors to 
Maliha et al. (2020) and Fulzele and Chirde's (2022) findings, where the researchers stated 
quality of a product is the most important factor, followed by price, brand and product unique-
ness, camera function, and operating system. Rai et al. (2023) concluded that product attributes 
did not significantly impact consumer behavior in smartphone purchasing decisions, while the 
current study did not ignore the various features of smartphones.

Conclusion and Implications

 The analysis provides key insights into the factors influencing smartphone buying 
behavior among consumers, highlighting the relative importance of various factors and their 
interactions with buyer behavior. The study reveals that functional and technical attributes like 
picture quality, multitasking capability, and fast charging significantly predict consumer behav-
ior, while social circle recommendations and review ratings significantly influence buyer 
behavior, emphasizing the importance of trust and peer validation.

 While moderately correlated with buyer behavior, availability shows an insignificant 
negative impact on the regression model. This suggests that while consumers prefer conve-
nience and access, these factors are secondary to functional attributes and reviews.

 Factors like phone thickness and screen size have a weak positive correlation and an 
insignificant impact indicating that they are not primary drivers. The paper determined that 
market attributes do not significantly influence the purchasing decisions of smartphone users in 
Nepal. Instead, what truly matters to these consumers is the quality and features of the smart-
phones themselves. While there may be concerns about the reliability of the paper’s reviews and 
recommendations. It is important to recognize that these factors can still sway consumer behav-
ior in the smartphone market in Nepal.

 Smartphone manufacturers who intend to sell in the Nepalese market should prioritize 
enhancing technical features, as these significantly influence consumer decisions.  Leveraging 
social proof through reviews and recommendations is essential. Investments in influencer 
marketing or testimonials could amplify consumer trust and appeal. A balanced approach to 
pricing is necessary, focusing on value rather than competing solely on cost. Ensuring availabil-
ity in multi-brand outlets and accessible service centers remains important, albeit less critical 
than core product features.

 This study concludes that consumers are more influenced by functionality and social 
validation than by traditional branding or pricing strategies, which should guide manufacturers 
and retailers in aligning their offerings with buyer preferences.

Figure 2

Percentage of Security of Using QR Code
 

 Figure 2 indicates that 71.2% of respondents believed QR codes to be secure, 1.9% felt 
insecure, and 26.9% were unsure whether to utilize secure or insecure codes.

Figure 3 

Percentage of Trustworthiness of Using QR Code

 

 Figure 3 shows that 74% of participants fully trusted QR codes, while 2% did not. 24%, 
however, were not clear if they should be trusted or mistrusted when using QR codes. 
Cross-tabulation analysis was then performed according to monthly QR Code usage, and demo-

Conclusion

 The report offers a thorough grasp of how QR codes are being adopted and used in 
various regions for various purposes in the Nepalese context. The study concludes that the 
majority of Nepalese consumers use QR codes for financial transactions. The study's participants 
reported feeling secure when using QR codes. Although there have been improvements, the 
study also finds enduring security and trust issues that could prevent QR codes from being 
widely used if left unchecked. They are more comfortable using it in a variety of industries, 
including banking, education, travel and tourism, marketing, hotels and restaurants, and health.
The Pearson Chi-square and cross-tabulation also stated that there was a significant correlation 
between the monthly use of QR code mobile payments and gender, age, occupation, province, 
and education. This indicated some variation in the monthly proportion of mobile payments 
using QR codes by province, gender, age, occupation, and level of education. 
The study comes to the conclusion that although QR codes have the potential to completely 
transform payment systems in developing nations, it will take focused efforts to maintain securi-
ty, foster trust, and improve user education in several areas before they can be widely adopted 
and grow sustainably. So, the study is intriguing since it concentrates on a developing country 
and provides valuable perspectives for similar economies directing the transition to digital 
payment methods. 

Limitations and Future Implications

 The sample size for this study was small, and it only represents a portion of Nepal’s 
population. The results show the realities of growing markets with a young population and a 
relatively sensitive QR code, even though they might not apply to Nepali people. Thus, a larger 
sample size for this research could be more broadly applicable to the investigation of QR codes 
in Nepal.

Acknowledgements

 The author expresses gratitude to the "Research Directorate, Rajarshi Janak University, 
Janakpur, Nepal" for the Innovation Idea Award. I would also like to acknowledge the Patan 
Multiple Campus of Tribhuvan University in Patan Dhoka, Lalitpur, for their continuous assis-
tance and vital support.

                          
 
 

graphic status such as gender, age, occupation, province, and education. 

Cross-Tabulation Analysis

 Cross tabulation is a quantitative research technique used to examine the relationship 
between two or more variables. Furthermore, this study used chi-square tests to investigate 
differences in the distribution of categorical responses between groups (Black, 2010). The 
chi-square test was used to identify whether gender, age, province, education, and job status 
affected the monthly frequency of using QR code mobile payments. In the table below, several 
updated UTAUT viewpoint variables are descriptively analyzed. 

Table 1

Cross-tabulation between Gender and QR Code Usage Per Month

 The majority of people use quick response (QR) codes for mobile payments 10–20 times 
a month, as shown in Table 1. This also explains the 10–20 times per month that both men and  
women use QR code mobile payments. 

 In contrast, 18.40% of women use it 10–20 times per month, while 24% of men use it 
more than 40 times. Thus, men and women alike showed interest in utilizing the QR code 
service. P = 0.000, the Pearson Chi-square value of 30.559, was below the significance level of 
0.01 (1%). 
 Therefore, there was a significant correlation between monthly QR code mobile payment 
usage and gender. This indicated some variation in the monthly proportion of mobile payments 

using QR codes by gender.

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

Table 2

Cross-tabulation between Age and QR Code Usage Per Month

     Note. 

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

 The result was a desire to use the QR code service across all age groups. The chi-squared 
Pearson value of 36.505, P = 0.006, fell below the 0.05 (5%) significance level. The monthly 
utilization of QR code mobile payments was thus significantly correlated with age group. This 
indicated some variance in the proportion of each age group using QR codes for mobile 
payments each month.

 Table 3 shows that, with the exception of Karnali and Sudurpaschim, most people in all 
provinces use quick response (QR) codes to make mobile payments 10–20 times a month. 
This also explains why 50% of Karnali residents and 75% of Sudurpaschim use it more than 40 
times a month, compared to 45.70% of Koshi residents, 52.80% of Madhesh residents, 76.90% 
of Gandaki residents, and 64.30% of Lumbini Province residents. Accordingly, all provinces' 
respondents said they would like to employ the QR code service. 

Table 3

Cross-tabulation between Provinces and QR Code Usage Per Month

    Note.

 The chi-squared Pearson value of 57.624, P = 0.000, was below the 1% cutoff of 0.01. 
Therefore, there was a high correlation between the province and the monthly use of mobile QR 
code payments. The percentage of monthly mobile payments using QR codes therefore differed 
from province to province.  

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 

that the percentage of monthly QR code mobile payment usage varied by education level.

Table 4

Cross-tabulation between Education and QR Code Usage Per Month

        Note. 

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 
that the percentage of monthly QR code mobile payment usage varied by education level.

 Table 5 shows that except for self-employed and retired individuals, most people across 
all job levels use quick response (QR) codes to make 10 to 20 mobile payments each month. 
This also explains why 57.10% of independent contractors and 42.90% of retirees use it less 
frequently than ten times a month. Respondents from various educational backgrounds thus 
wished to utilize the QR code service. 

Table 5 

Cross-tabulation between Employment and QR Code Usage Per Month

    Note. 

 

 The Pearson Chi-square value was below the 5% cutoff at 26.548 (P = 0.033). Monthly 
utilization of mobile payments using QR codes was strongly correlated with educational status. 
Accordingly, the percentage of monthly mobile payments using QR codes varied by educational 
attainment. 

Discussion

 The importance of security and trust has been highlighted by the study on the adoption of 
QR code applications. The majority of respondents utilized QR codes in the banking sector, 
followed by the education sector, the hotel business, the health sector, and other industries like 
marketing, tracking, travel and tour, and shopping (Kim & Yoon, 2014; Ozkaya et al., 2015). 
According to this research work the proportion of monthly mobile payments made via QR codes 
varied somewhat by gender and age. Therefore, each province had a different percentage of 
monthly mobile payments made with QR codes. The use of QR codes for mobile payments each 
month was highly associated with educational attainment (Luitel, 2023; Mookerjee et al., 2022). 
The report also indicated that most respondents viewed QR codes to be secure and trusted 
(Gautam & Sah, 2023; Luitel, 2023).

 MONEY IS REGARDED as the center of macroeconomics 
and understanding the effect of the money supply is critical for macro-
economc theory (John & Ezeabasili, 2020; Palley, 2015). The impact 

Results and Discussion 

Respondents Status  

 The demographic statuses of the respondents were discussed in terms of sex, age group, 
provincial areas, professional status, and academic level. Most respondents were male, 58.2%, 
and the remaining were females. According to age group, most respondents were 20 to 24 at 
52.7%, 25 to 29 at 12.7%, and 30 to 34 with 11.8% of Bagmati at 49.1%, Madhesh with 19.1%, 
and 10.9% of Gandaki and remaining from other provinces. 

 Most respondents were bachelor's degree holders, with 69.7%, and master's degree 
holders, with 14.9%. It also shows that 8.7% of the total respondents were higher secondary 
level, and 2.4% were PhD. Degree and MPhil Degree educated. The majority of respondents 
were students, followed by employees; 10.1% were self-employed, 5.8% were housekeepers, 
3.4% were retired, and 2.4% were jobless.

QR Code Using Status  

 The following analysis illustrates the areas where QR is most commonly used, and the 
consumers' perceptions of security and trust in QR services to comprehend usage trends.

Figure 1

Percentage of Area Using QR Code

 

 Figure 1 shows that most of the respondents 35% used QR codes in financial sectors, 
26% in education areas, 12% in the hotel industry, and 10% in health and other sectors such as 
travel and tour, shopping, marketing, tracking, and so on. Thus, the research on QR codes 
revealed that most of Nepalese people utilized QR codes for financial areas for financial transac-
tions.

model. The majority of the criteria have been recommended for Lag 1, as it captures model 
dynamics effectively and maintains accuracy. In other words, this lag length allows for a 
comprehensive model improving forecast with accuracy and robustness.
Table 4 
Selection of Optimum lag 
 Lag LogL  LR  FPE  AIC  SC  HQ
0 -69.6404 NA    0.0003   6.2200   6.4654   6.2851
1  37.7375 161.0670*   3.81e-07*  -0.6448*   0.8277*        -0.2541*

Note. This table demonstrates the test result as computed by the author based on the data of 
respective variables from 1994-2023. 
 F-Bound testing 
 The ARDL bounds test is a statistical method used to determine the long-run relation-
ship among variables included in the model. Evidently, the F-statistic value is 5.063 and it is 
above the upper bound at all levels of significance (1 %, 5 %, and 10 %). Since 5.063 > 4.37 
(the highest critical value for I(1) bond at 1 percent, we can reject the null hypothesis at the 1 
percent level and conclude that there exists a statistically significant long-run relationship 
between the outcome variable and the predictors included in the ARDL model(Table 5). 
Table 5
F-Bound Test Result
Null Hypothesis: There is no long-run relationship
Test Statistics  Values  K(Explanatory Variables
F-Statistics  5.063  4
Critical Value Bonds
Level of significance I(0) Bonds I(1) Bonds
10 percent  2.2  3.09
5 percent  2.56  3.49
1 percent  3.29  4.37
Note. This Table shows the F-bound test for co-integration results as computed by the author 
based on the data used for the variables spanning from 1994-2023.
Granger Causality Test Result

 The Granger causality test is a statistical hypothesis test used to determine whether 
one-time series data can predict other data belonging to certain variables included in the time 
series model. It was developed by Granger (1969) and evaluates the causal relationship 
between two variables in the sense of temporal precedence. Therefore, the result of Granger 
causality is summarized as follows:
Table 6
Granger Causality Test Result

Note. This Table shows the Granger causality test result as computed by the author based on 
the data used for the variables spanning from 1994-2023.
  In summary, broad Money Supply Granger-causes the NEPSE index, indicating that 
liquidity significantly impacts stock market performance. Likewise, real GDP Granger-causes 
the NEPSE index. But, there is weak evidence that the NEPSE index may also Granger-cause 
GDP. Interest Rate and Remittance Inflows show no Granger causality with the NEPSE index 
in either direction.
Estimated Long Run Coefficients
 Table 7 below shows the estimated long-run coefficients of the ARDL model and 
provides valuable insights into the relationships between the outcome variable NEPSE index 
and the independent and control variables included in the model. 
Table 7
Estimated Long Run Coefficients using the ARDL Approach
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variables Coefficient(Standard error) t-Statistic P. Value
lnM2  1.287***(0.364)  3.539  0.003
ln IR  -0.242*(0.135)   -1.797  0.093
lnRGDP 1.387***(0.419)  3.307  0.005
lnRMT  0.170(0.381)   0.446  0.662
C  5.783**(2.232)   2.591  0.021

Note. This table demonstrates estimated long-run coefficients using the ARDL approach as 
computed by the author based on the data used for the variables and the symbols *** ' ** and 
*indicate the significance of coefficients at 1 percent 5 percent and 10 percent level.
 Table 7 result reveals that the coefficient of broad money supply (M2) is 1.287 
(P<0.01). It implies a 1 percent increase in broad money supply is associated with a 1.287 
percent increase in the NEPSE index in the long run. It indicates that increased money supply 
may enhance liquidity in the economy, encouraging investment in the stock market and 
driving up NEPSE index. Similarly, the coefficient of interest rate(IR) is -0.242 (P<0.10) 
indicating a 1 percent increase in interest rates leads to a 0.242 percent decrease in the NEPSE 
index in the long run. This can be inferred as higher interest rates increase the cost of borrow-
ing and reduce corporate profits, making equities less attractive relative to other fixed-income 
securities. The coefficient of real GDP is 1.387 (P<0.01). This implies a 1 percent increase in 
real GDP causes an increase in NEPSE index by 1.387 percent in the long run. Its economic 
interpretation can be higher GDP growth reflects improved economic activity, boosting 
corporate earnings and investor confidence, which positively impacts stock prices. Moreover, 
the coefficient of remittance Inflows 0.170 (not significant, P=0.662). The coefficient is 
positive but statistically insignificant, indicating no clear long-run relationship between remit-
tance inflows in Nepal and the NEPSE index. It can be inferred that remittance is predominant 
used in consumption or real estate investment but not invested stocks. The estimated coeffi-
cient for constant is 5.783 (P <0.05). This reflects the inherent factors influencing the NEPSE 
index that are yet to include as the explanatory variables.
Estimated Short-Run Coefficients  
 The ECM term, also known as the error correction term ECT (-1), is a key component 
in the Error Correction Model (ECM) estimated output. Moreover, the highly significant error 
correction term (ECT) indicates that the long-run equilibrium is corrected very quickly, 
reflecting a strong and stable long-run relationship among the variables included.
Table 8
Error Correction Model
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variable Coefficient (Standard error) t-Statistic P-Value
ΔlnM2  0.842**(0.314)   2.683  0.018
ΔlnIR  -0.198(0.121)   -1.636  0.112
ΔlnRGDP 0.954***(0.312)  3.059  0.007
ΔlnRMT 0.051(0.158)   0.322  0.750
ECT(-1) -0.653***(0.147)  -4.443  0.001
Note. This table demonstrates estimated short-run coefficients using the ECM approach as 
computed by the author based on the data for the variable spanning 1994-2023 of Nepal and 
the symbols *** ' ** and *indicate the significance of coefficients at 1 percent 5 percent and 
10 percent level. 

 Table 8 shows the error correction term (ECT) coefficient value as -0.653 suggesting a 
rapid adjustment process in response to shocks, indicating that deviations from the long-run 
equilibrium are quickly corrected back. Essentially, the short-run dynamics reveal that the 
ECT is negative and highly significant (-0.653, P<0.01), indicating that approximately 65 
percent of deviations from the long-run equilibrium are corrected in the subsequent period. In 
other words, any short-term fluctuations in economic growth caused by any changes the 
money supply, interest rate, real GDP growth, and remittance inflow will not persist, as the 
model tends to correct the disequilibrium rapidly. Moreover, in short, only the variables broad 
money supply(M2), and real GDP(RGDP) are statistically significant. But, interest rate (IR), 
and remittance inflow (RMT) are not significant. Furthermore, the values of R-squared and 
Adjusted R-squared are 0.697 and 0.652, implying that the model explains about 69.7 percent 
of the variation in NEPSE index, with an adjusted value of 65.2 percent, indicating robustness 
of the model. Moreover, Durbin-Watson Statistic value is 2.42 which is close to 2, reflecting 
no serious autocorrelation issues in the residuals of the estimated model.
Diagnostic Test of the ARDL Model 
 Table 9 demonstrates diagnostic test result such as the RESET (Regression Specifica-
tion Error Test) is used to check for specification errors in a regression model, the Breus-
ch-Godfrey serial correlation LM Test is used to detect the serial correlation (autocorrelation) 
in the residuals of a regression, the Breusch-Pagan-Godfrey test is used to detect heteroskedas-
ticity in the residuals of a regression model and Jacque-Berra Test for normality test result.
Table 9
 RESET Test Result
RESET Test Result 
   Value   df   Probability
t-statistic  1.401521  35   0.1699
F-statistic  1.964261  (1, 35)   0.1699
Breusch-Godfrey serial correlation LM Test result
   Value   df   Probability
F-statistic  1.4406       Prob. F(2,13)  0.2722
Obs*R-squared 4.3541     Prob.   Chi-Square(2)  0.1134
Heteroskedasticity Test: Breusch-Pagan-Godfrey
   Value   df   Probability
F-statistic  1.2071       Prob. F(8,15)  0.3581
Obs*R-squared  9.3999       Prob. Chi-Square(8) 0.3097
Normality Test Result
Jarque-Bera statistic 0.6667   p-value   0.7165

Note. This table demonstrates diagnostic test result as computed by the author based on the 
data for the variable spanning 1994 -2024 of Nepal.
 In the Regression Specification Error Test (RESET) result, the t-statistic value is 
0.9641 with a p-value of 0.3513 which is greater than the common significance levels (0.01, 
0.05, 0.10). In this case, the p-value of 0.3513 is greater than 0.05. Hence, there is no evidence 
of the omitted variables and wrong functional form (Table 9). Regarding, the serial correlation 

LM test, the F-statistic value is 1.4406 with a p-value (Prob. F) of 0.2722. Here, the p-value of 
0.2722 is much greater than 0.05. This suggests that there is no significant evidence of serial 
correlation in the residuals. Similarly, regarding the heteroscedasticity test, the F-statistic value 
is 1.2071 with a p-value (Prob. F) of 0.3581. Here, the p-value of 0.0.3581 is much greater 
than 0.05. Hence, the Breusch-Pagan-Godfrey test results suggest that there is no significant 
evidence of heteroskedasticity in the residuals. This indicates that the variance of the residuals 
is constant across observations, meaning the model does not suffer from the heteroskedasticity 
issues based on this test (Table 9). Finally, the Jarque-Bera statistic is 0.6667 with a p-value of 
0.7165. Evidently, the p-value greater than 0.05 indicates that the residuals are normally 
distributed. Therefore, we can conclude that the residuals of the ARDL model are approxi-
mately normally distributed based on this test (Table 9). 

Stability Test Result

 The plot of cumulative sum of recursive estimate residuals line remains within the 5 
percent significance level critical bounds throughout the sample period from 1994 to 2023. 
This indicates that there are no significant deviations in the cumulative sum of the residuals 
that would suggest instability. Similarly, the cumulative sum of the squares line also remains 
within the 5 percent significance level critical bounds throughout the sample period. This 
indicates that there are no significant deviations in the cumulative sum of the squared residuals 
that would suggest instability in the variance of the residuals. Therefore, we can conclude that 
the variance of the residuals is stable over the period from 1994 to 2023 and there is no 
evidence of changes in volatility or variance instability in the ARDL model (Figure 1).

Figure 1

CUSUM Sum and SUSUM Sum of Square Recursive Residuals

   

Discussion
 The findings revealed unidirectional causality from broad money supply to NEPSE 
index, this result is aligned with the studies such as Brahmasrene and Jiranyakul (2007), 
Olulu-Briggs and Ogbulu (2015), but contrasting with the findings of Taamouti (2015) as it 
could not find any causality between them. Conversely, the studies such as Al-Kandari and 
Abul (2019), John & Ezeabasili (2020) found causality from the stock index to money supply. 
Likewise, the current study found by-directional causality between real GDP and NEPSE 
index and unidirectional causality from remittance flow to NEPSE index, but the absence of 

causality between interest rate and NEPSE index. The estimated long-run coefficients (Table 
7) provide critical insights into the factors influencing the NEPSE index. Moreover, broad 
money supply exhibits a long-run and positive and highly significant relationship with the 
NEPSE index, with a coefficient of 1.287 (P<0.01). This suggests that a 1 percent increase in 
the money supply leads to a 1.287 percent rise in the NEPSE index, this is likely due to 
enhanced liquidity in the economy, which fosters investment in the capital market. The result 
is aligned with the findings of John & Ezeabasili (2020). But, this result contrasts with Ahmad 
et al. (2015), which showed negative effect on the same. The interest rate (IR) is negatively 
related to the NEPSE index, with a coefficient of -0.242 (P<0.10). This indicates that a 1 
percent rise in interest rates reduces the NEPSE index by 0.242 percent. It may suggest that 
higher interest rates increase borrowing costs and reduce corporate profitability, making 
equities less attractive relative to fixed-income securities. Both of these results align with 
previous studies such as Ndlovu et al. (2018), Khan & Khan (2018), Shawtari et al. (2016), 
Shrestha & Subedi, (2014) and Sahu et al. (2011). But, this result contrasts with the study of 
Ahmad et al. (2015), which could not find a statistically significant effect of interest rates on a 
stock market index.
 Moreover, real GDP positively impacts the NEPSE index, with a significant coeffi-
cient of 1.387 (P<0.01). This implies that a 1 percent increase in GDP boosts the NEPSE index 
by 1.387 percent. It is so because economic growth enhances corporate earnings and investor 
confidence, leading to increased stock prices. The finding, as positive but statistically insignifi-
cant coefficient of remittance inflow, is 0.170 (P=0.662), and it indicates no clear long-run 
relationship with the NEPSE index. This suggests that remittances inflow amount in Nepal 
have been predominantly used for consumption or real estate investment rather than stock 
market investment, as the study found by Subedi (2016), the substantial proportion of remit-
tance amount is used for land purchases and real estate. The error correction model (Table 8) 
demonstrates the short-run dynamics. Similarly, the result reveals that  broad money supply 
and real GDP have positive and significant effects on the NEPSE index in the short-run. The 
error correction term is negative and highly significant with coefficient value as −0.653 
(P<0.01), indicating that 65.3 percent of deviations from the long-run equilibrium are correct-
ed within one period, reflecting a stable and rapid adjustment process. These results highlight 
the critical roles of liquidity, economic growth, and interest rates in shaping Nepal’s stock 
market dynamics while underscoring the limited influence of remittances in this context.

Conclusion and Policy Implications
 This study explored the influence of money supply and other macroeconomic variables 
on stock market performance in Nepal, with a focus on understanding their roles in shaping 
market dynamics. The findings indicate that the money supply has a significant positive 
impact on the NEPSE index, both in the long run and short run. But, the interest rate has a 
negative and significant impact in the long-run but it is insignificant in the short-run. This 
underscores the role of increased liquidity in driving stock market performance, as higher 
money supply facilitates investment in financial markets. The adjustment process to long-run 
equilibrium was stable and rapid, with deviations corrected by 65.3 percent in each period. 
Moreover, real GDP plays a crucial role in driving stock market performance, with a positive 

and significant relationship in both the short and long run. This finding reflects the close 
association between economic growth, corporate earnings, and investor confidence. Remit-
tance inflows, however, show no significant long-run relationship with the NEPSE index. 
Perhaps, it suggests that remittances are predominantly directed toward consumption or real 
estate rather than stock market investments. Overall, this study highlights the importance of 
macroeconomic stability, particularly in managing money supply and interest rates, to foster 
sustainable growth in Nepal’s stock market. It also provides critical insights for policymakers, 
investors, and stakeholders on the interplay between economic factors and stock market 
dynamics. 
 

economic, technological, political and cultural. The marketer studies the relationship between 
marketing stimuli and consumer response. These stimuli pass through the buyer’s box which 
produces the buyers’ responses. 

 Consumer buying behavior refers to the decision-making processes and actions of 
consumers when they purchase goods or services. Understanding this behavior is essential for 
businesses to align their products, marketing strategies, and customer engagement effectively. 
The buyer is considered a black box, because his mind cannot be imagined, as to his buying 
decision. The buying decision depends on his attitude, preferences, findings, etc. (Pillai et al., 
2012). Modern consumer behavior is shaped by several key trends, with digital influence 
playing a pivotal role. Wahdiniawati et al. (2024) found that perceived usefulness, particularly 
timesaving, significantly influences both interest and trust. Trust mediates the relationship 
between perceived usefulness and interest, highlighting the complexity of factors influencing 
online shopping behavior. The study suggests enhancing perceived usefulness and trust through 
improved service quality, customer engagement, and transparency in return policies. Addition-
ally, sustainability has become a major driver of consumer preferences. At the same time, 
Baviskar et al. (2024) examined consumer behavior toward sustainable product choices, focus-
ing on visual trends and environmental impact awareness. Despite a preference for sustainable 
products, non-reusable plastics remain popular. The findings highlighted the need for education 
and practical measures to promote sustainable choices. Casaca and Miguel (2024) revealed that 
personalization is transforming modern marketing strategies, enhancing customer satisfaction, 
engagement, retention, and trust, thereby reshaping business connections with customers.

Empirical Review

 Boby Joseph and Khannal (2011) studied Nepali teenagers’ buying behavior towards 
mobile phones, comparing urban, semirural, and rural areas. The study concluded that factors 
such as brand choice, information source, decision-making factors, financial sources, and 
product satisfaction levels influenced the buying behavior of smartphones.

 Mini (2019) revealed that changing consumer buying preferences and resulting changes 
in smartphone behavior are influencing middle-aged consumers’ preference for internet brows-
ing as the most popular feature in smartphones, with advertisements playing a significant role in 
this decision.

 Maliha et al. (2020) found that regulatory focus influences consumer behavior in 
purchasing smartphones, controlling perception, rationale, and lifestyle. Quality of a product is 
the most important factor, followed by price, brand and product uniqueness, camera function, 
and operating system. Sales promotions are less important for those interested in trying different 
brands of mobile devices.

 Fulzele and Chirde (2022) revealed that some people are influenced to buy smartphones 
from the advice of their relatives or friends or by seeing many offers/discounts and least people 
are influenced by advertisements.

 Rai et al. (2023) conducted a study on smartphone purchasing behavior, focusing on 
device qualities, social factors, pricing, and brand image. The results showed that product 

2024-25 (Custom Department, 2024).

 Communication is a crucial aspect of corporate life, with cell phones becoming a 
reliable and effective means of communication (Uddin et al., 2014). Smartphones are a rapidly 
growing form of communication, offering instant connections and information access (Chan, 
2015). Mobile culture is influenced by three key trends: communication services like voice, 
text, and pictures, wireless internet services like browsing, corporate access, and email, and 
various media services like movies, games, and music (Hansen, 2003). Smartphones provide 
numerous benefits to society, such as immediate calls, SMS, work scheduling, GPS, internet 
access, entertainment, application downloads, data storage, and even legal assistance (Ling et 
al., 2001). Most people worldwide have widely adopted smartphones, making them indispens-
able to their everyday lives. Joshi and Mathur (2023) revealed that product features, affordabili-
ty, brand reputation, convenience, and trust all influence the smartphone industry. Vishesh et al. 
(2018) indicated that speed and performance, brand and advertising, and finally recommenda-
tions and reviews had the greatest beneficial effects on determining the buying behavior of 
smartphones. 

 In context to Nepal, Humagai (2022) revealed that variables like, promotional cam-
paign, price, after-sales service, mobile attributes, brand name, family and friend influenced 
influence on the buying behavior of smart phones among the Nepalese consumers. Similarly, 
the paper also found no significant relationship between gender, occupation, income level, and 
marital status, but a significant relationship between education level and age for mobile 
purchase decisions. Similarly, Tiwari (2024) on consumer buying smartphones in Butwal City, 
the study found a positive correlation between formativeness, creditability, entertainment, and 
incentives in advertising, that increased purchase intention, while credible advertisements and 
entertaining ones led to increased intention. More research is needed on the factors influencing 
smartphone purchasing decisions in Nepal. Hence, this study tries to find out the factors affect-
ing consumer buying behavior for smart phones in Nepal.

Review of Literature

Theoretical Review

Buying Behavior

 Marketing identifies and satisfies the needs of target customers. Marketers must under-
stand how customers select, buy, use and dispose of products. They must know the behavior of 
their customers.

 Human behavior is a very complex process. No two customers always behave in the 
same way. Marketers must understand why customers behave as they do. Buyer behavior 
influences customer’s willingness to buy. Buyer behavior is concerned with the activities of 
customers. It involves decisions by buyers. They can be consumers or organizations (Agrawal, 2016).  

Consumer Buying Behavior

 A marketer is always interested in knowing how consumers respond to various market-
ing stimuli-products, price, place and promotion and another stimulus, i.e. buyer’s environment- 

 SMARTPHONE CONSUMPTION IN  Nepal has seen 
significant growth over the past decade, driven by increasing 
internet penetration, the availability of affordable smartphones, 
and the rise of digital services. With the expansion of 4G 
networks and more affordable data plans, internet usage has 
surged, making smartphones a necessity for staying connected. 
The data from the Department of Customs of Nepal shows that 
more than 990 thousand sets of smartphones are seen imported 
from different nations during the first five months of fiscal year 

pricing, social variables, and brand image significantly influence consumer behavior, while 
product attributes did not significantly impact consumer behavior. The study highlights the 
importance of understanding these factors in smartphone purchasing decisions.

 Boutaleb (2024) in his study on smartphone buying in Arar province, Saudi Arabia, 
found that personal, external, and gender characteristics account for 41.7 percent of the variance 
in purchasing decisions. These variables, along with gender, significantly influence smartphone 
purchasing behavior. Personal characteristics have a stronger influence on the decision to buy a 
smartphone.

Methodology

 The paper concerns the consumer buying behavior for smartphones. Hence, the paper 
has taken opinions from the potential consumers of smartphones.  To obtain the research objec-
tives, the paper follows a descriptive as well as a casual comparative research design. About 
15,000 people own a smartphone at Banepa Municipality as per the Central Bureau of Statistics 
(CBS) as of the year end of 2021. Among them 235 smartphone users and consumers were 
selected randomly from Banepa Municipality as a sample for the paper. A convenience sam-
pling technique is followed in the paper. The required data for the paper was collected through 
field visit. Potential respondents were reached to get their opinions.

 The paper has used the questionnaire used in the paper of Vishesh et al. (2018). The 
constructs used in the paper of Vishesh et al. (2018) have been followed to develop the ques-
tionnaire for the study.  A five-points Likert scale is used to measure the buying behavior of the 
Nepalese smartphones’ consumers in Nepal. A scale of ‘1’ to ‘5’ was used to measure the 
buying behavior of smartphone users where ‘1’ is indicated for ‘least important’ and ‘5’ for 
‘most important’ Correlation coefficient is a statistical measure that describes the strength and 
direction of a relationship between two variables.

 The paper has adopted Cronbach’s alpha to determine the reliability of the instrument 
used for the survey. Hence, the following outcome was seen after the reliability test:

Table 1

Reliability Result 

Constructs   Initial Items  Items Dropped  Alpha Value
Reviews and Recommendations 4   2  0.342
Marketing Attributes+   18   10  0.732
Features*    16   12  0.778
Buyer’s Behavior   6   4  0.546

Note. *Features include features 1: Speed and Performance, Features 2: Battery, Features 3: 
Camera, Features 4: Design and Color, and Features 5: Exchange Possibility. +A new construct, 
namely, marketing attributes is developed to enhance the reliability by adjoining price advan-
tage, physical dimension, brand and advertisement, and finally availability.

 Table 4 shows that an overall average of 3.57 points for marketing factors indicate a 
moderate level of agreement across all factors, with availability having the highest impact and 
price advantages the lowest. Price advantages moderately influence purchasing decisions, with 
slightly more importance given to flexible payment plans. Physical dimensions like screen size 
and thickness are relatively important, but opinions are diverse. The popularity of the brand and 
advertisement frequency significantly affect consumer behavior, with branding being slightly 
more influential. Availability factors, such as multi-brand outlets and proximity of service 
centers, are the most influential in purchasing decisions. In general, respondents value conve-
nience (availability) and brand reputation over price considerations. Preferences are diverse, 
particularly regarding physical dimensions, which may depend on individual user needs. Adver-
tisement effectiveness and brand popularity are critical for influencing consumer attitudes but 
rank slightly below availability.

Opinions on Features

 The opinions on features are summated opinions on speed, battery, camera performance, 
design and color, and finally exchange possibilities. The table below illustrates the opinions on 
features on smartphones:

Table 5

Opinions on Features

Items        Mean Std. Deviation Skewness
I would prefer a phone, which gets me better pictures clicked.  3.90 1.04  -0.30
I would prefer a phone that will not hang while performing multiple 
operations.       3.85 1.04  -0.37
Fast battery charging capability in a phone influences my buying 
decision towards that phone.     3.77 1.07  -0.24
Availability of an attractive exchange offer for my old phone while purchasing a 
new mobile phone influences my buying decision favorably towards that phone. 3.53 1.06  0.01
Overall Average       3.76  

Note. Field Survey, 2024.

 Table 5 indicates a strong agreement that consumers prioritize a phone with better 
picture quality. Consumers strongly value a phone’s ability to handle multiple operations 
without lagging. The fast charging capability is an important factor, though slightly less than 
picture quality or multitasking. A moderate preference for exchange offers, making it the least 
influential among these factors. The overall mean of 3.76 indicates that technical features 
(picture quality, multitasking, fast charging) significantly influence purchase decisions, while 
promotional aspects like exchange offers are somewhat less impactful. One of the opinions, 
skewness is 0.01, being close to zero, shows a symmetrical distribution of responses.

Opinions on Buyer’s Behavior

 The table below illustrates opinions on the buyer’s behavior of smartphones among 

Nepalese customers:

Table 6

Opinions on Buyer’s Behavior

Items       Mean Std. Deviation Skewness
I got better convenience value.    3.91 1.06  -0.42
I achieved emotional value.    3.52 1.08  0.08

Overall Average      3.71  

Note. Field Survey, 2024.

 Table 6 shows a strong agreement that consumers feel they derive convenience value 
from their purchasing decisions. Similarly, another opinion indicates a moderate level of agree-
ment that purchases provide emotional value, though it is less influential compared to conve-
nience. The overall mean of 3.71 suggests that convenience value plays a stronger role than 
emotional value in influencing consumer behavior. One of the skewness values, i.e. 0.08, 
reflects a nearly symmetrical distribution of responses. 

 The matrix below illustrates the correlation coefficients among the selected variables for 
the paper.

Table 7

Correlation Matrix

Note. ** Correlation is significant at the 0.01 level.

 Table 7 represents the correlation matrix for constructs related to buyer's behavior, 
review and recommendations, features, and marketing attributes. 

 ‘Review and recommendations’ are seen having a positive correlation with features 
(+0.515**) and marketing factors (+0.366**). A moderate positive relationship with buyer’s 
behavior (+0.432**), indicating that reviews and recommendations significantly influence 
buyer's decisions.

 Features: have a strong positive correlation with ‘review and recommendations’ 
(+0.515**) and buyer’s behavior (+0.491**). A moderate positive relationship with marketing 
attributes (+0.465**), suggesting that features of a product are influenced by marketing strategies.

 Marketing attributes have a significant correlation with features (+0.465**) and ‘review 
and recommendations’ (+0.366**). There is a weak and non-significant correlation with buyer's 
behavior (+0.123, p = 0.060), indicating that while marketing factors are important, their direct 

 This section contains the majority of studies from both domestic and foreign contexts. Since 
QR code technology is new, not much research has been done on it. Early studies on QR codes 
focused on using the technology in various contexts. However, many studies avoid employing QR 
codes in Nepal's provincial context. Thus, the goal of this study was to look into how QR codes are 
used in different provinces in Nepal. 

Methodology

 The research was based on a descriptive research design. A structured questionnaire was 
used to gather data from QR code users, who were frequently considered a sample for the study. The 
questionnaire was based on the users' demographic profiles and also considered questions about 
using QR services. 

 A structured questionnaire utilized for survey research was used to gather data from the 208 
respondents using purposive sample procedures (Cooper & Schindler, 2014; Greener, 2008). The 
study's population is split into seven province clusters using the cluster sampling probability sample 
technique: Koshi, Madhesh, Bagmati, Gandaki, Lumbini, Karnali, and Sudurpaschim.
The structured questionnaires were prepared to obtain demographic information regarding gender, 
age, occupation, education, province, areas, and purpose of using the QR code. It also focused on 
gathering information about QR code usage per month. Data were driven into SPSS software for 
analysis. Frequency and cross-tabulation were used to analyze the data. Bar diagrams and pie charts 
presented demographic information and summarized the results with several references on national 
and international context in the discussion section.  



of money supply on stock prices and stock indices is a significant area of research, revealing 
complex relationships influenced by various macroeconomic factors (Erdugan, 2012). In other 
words, the stock price is the outcome of the overall macroeconomic performance of a national 
economy including money supply (Bhattacharjee & Das, 2021; Muchir, 2012).  In this context, 
the relationship between money supply and stock market performance is essentially a reflection 
of capital market and money market (Wang, 2016). The relationship between money supply and 
stock prices has long been a focal point of economic and financial research, as it encapsulates 
the intricate interplay between monetary policy and capital markets (Sirucek, 2013). Money 
supply, typically represented by broad money, serves as a key indicator of liquidity in an econo-
my, influencing interest rates, inflation, and investment behavior (Lacey, 2021; Bhattacharjee & 
Das, 2021; Devkota & Dhungana, 2019). Stock prices, on the other hand, reflect investor 
sentiment, corporate performance, and broader economic dynamics. 

 Theories suggest that changes in money supply can significantly impact stock market 
performance, both directly and indirectly, through various transmission channels (Gunardi & 
Disman, 2023). In this context, understanding this nexus is critical for policymakers, investors, 
and economists, as it provides insights into how monetary interventions affect asset markets and 
economic stability. This paper examines the dynamic relationship between money supply and 
stock market performance, with a focus on short-run and long-run interactions in varying 
economic contexts. Globally, there are extensive studies on the impact of money supply on 
stock indices, but limited research exists exploring these dynamics in emerging economies, 
especially in the context of Nepal. To have better understanding of the effect of money supply 
and stock market performance in the Nepalese context, it is essential to investigate empirically. 
Moreover, this study examines the mechanisms through which money supply affects stock 
prices and indices, supported by empirical evidence from various contexts. Therefore, the 
pertinent research questions are proposed as follows: How does money supply influence stock 
market performance in Nepal? What is the role of other macroeconomic variables, such as 
interest rates, constant GDP, and remittance inflow, in shaping stock market dynamics? Is there 
evidence of speculative stock bubbles resulting from changes in the money supply in Nepal? In 
this regard, the objectives of the paper are to examine the impact of money supply on stock 
market performance in Nepal, including the role of other macroeconomic variables such as 
interest rates, constant GDP, and remittance inflow, and provide suggestions to policymakers 
and stakeholders for policy implications. 
 

Review of Literature 
Theoretical Perspectives

 Stock market performance is crucial for economic prosperity, capital formation, and 
sustainable economic growth as it facilitates resource flow, investment opportunities, pooling 
funds, sharing risk, and wealth transfer between savers and users (Subedi, 2023). The relation-
ship between money supply and the stock market composite index is a well-researched area in 
economics and finance around the globe, where several theories provide frameworks to under-
stand this relationship.

  The Quantity theory of money as the equation MV=PQ, suggests that an increase in 
the money supply leads to inflation if the output (Q) remains constant. It means as the money 
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supply increases, the liquidity improves, which in turn leads to encouraging more investments 
in the stock market and raises stock values. Conversely, if inflation increases as a result of 
excessive money in circulation, stock values may suffer as actual returns on investments 
decline (Fisher, 2006). Efficient Market Hypothesis (EMH) asserts that stock prices reflect all 
available information, including monetary policy signals (Fama, 1970). Therefore, the changes 
in money supply are incorporated into stock prices as investors adjust their expectations about 
future earnings and inflation. Therefore, money supply changes can have immediate effects on 
composite stock indices, depending on the degree of market efficiency.

 Lucas (1972) developed the Rational Expectations Hypothesis and postulated that 
investors incorporate changes in money supply into their expectations about future economic 
conditions thereby influencing stock prices. It asserts that anticipated increases in money 
supply may already be reflected in stock prices, where unexpected changes can create volatili-
ty. Therefore, stock markets respond to the unanticipated component of money supply chang-
es. Modigliani and Cohn (1979) argue that money supply increases can raise inflation expecta-
tions.  Essentially, if inflation rises, it reduces the present value of future cash flows from 
stocks, adversely affecting stock prices. Therefore, the effect of money supply on stocks prices 
depends on whether inflation expectations are stable or rising. Behavioral Finance theories 
argue that the sentiment of investors and psychological factors expand the effects of money 
supply changes on stock prices (Shiller, 1981). It is observed that during periods of increased 
money supply, euphoria prevails and may lead to the overvaluation of stocks. Therefore, the 
theory states that the increase in money supply cognitive biases and herd behavior influence 
stock indices.

Empirical Review

 The nexus between money supply and the market stock performance is a widely 
studied and discussed matter in macroeconomics and financial economics to have a better 
understanding of this relationship. The summary is presented subsequently. 
Table 1
Literature Review Matrix
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 In summary, these studies have provided valuable insights into the short-term and 
long-term interactions between money supply, along other macroeconomic variables on stock 
market indicexisting studies mentioned above predominantly focused on the developed econo-
my context, with limited attention to a unique economic structure of Nepal. Similarly, most 
studies report a positive correlation between the money supply and stock prices or stock 
indices, contrasting evidence on causality and the role of macroeconomic variables indicates 
the need for a localized investigation. In conclusion, this review identifies gaps in understand-
ing the money supply dynamics in emerging economies like Nepal, highlighting the need for 
further investigation into the impact of changes in money supply on stock market performance 
and stability, thereby setting the stage for further research in Nepal.

Methodology

Research Design

 This study has adopted a quantitative research design to analyze the relationship 
between money supply, interest rates, and stock market performance in the Nepalese contest. 
The research uses time-series analysis using econometric techniques to capture the dynamic 
interactions among the variables included in the model over time. Similarly, the study is 
explanatory in nature and employs statistical models to fulfill the objectives of the research. 

Variables, Data, and Their Sources

 This study used secondary annual data on some selected macroeconomic variables of 
Nepal viz., broad money supply(M2), interest rate, GDP at a constant price, remittance inflow 
in Nepal and Nepal Stock Exchange (NEPSE) index from 1994 to 2023. They are presented 
below:

Table 1 

Variables, Data and Their Sources
Variables Nature   Definition   Sources
NEPSE  Dependent Variable Stock Market Performance Nepal Rastra Bank
M2  Independent Variable Broad Money Supply  Nepal Rastra Bank
IR  Independent Variable Interest Rate   Nepal Rastra Bank
RGDP  Control Variable GDP at Constant Price  Nepal Rastra Bank
RMT  Control Variable Annual Remittance Inflow of Nepal  Nepal Rastra Bank

Analysis Tools and Techniques

 The data analysis process involves descriptive statistics, stationarity tests, granger 
causality tests, ARDL methods of co-integration. Similarly, diagnostic tests like RESET test, 
Breusch-Godfrey Serial Correlation LM Test, Normality test, Heteroscedasticity test, stability 
test are done and they are subsequently discussed hereunder. The computer software EVIEWs 
10 was used for data analysis. 
Specification of the Empirical Model

 To fulfill the objectives of the study, the researcher has developed an empirical model 
for testing the hypothesis in functional form as follows:
NEPSEt = f(M2t , IRt ,RGDPt , RMTt)                            ...(1)
 In equation (1) above, NEPSEt, M2t, IRt, RGDPt, RMTt denote the Nepal Stock 
Exchange, broad money supply, GDP at constant price and annual remittance inflow in Nepal 
for the time ‘t’ respectively. The model given in equation (1) can be transformed into a loga-
rithmic econometric model as follows.
lnNEPSEt =  α + lnβ1T(M2t) + lnβ2(IRt)  +lnβ3(RGDP)t  +lnβ4(RMT)t + et         …(2)
 In equation (2) above symbols α denotes intercept, and β i implies slopes parameters to 
be estimated, ln stands for natural logarithm, remaining acronyms are as defined above in 
equation (1). Likewise, α and β are parameters to be estimated. 
ARDL Model

 The general form of an ARDL (p, q) model is:

In the above equation (3), Y_t is the outcome variable, X_(t-j) denotes explanatory,  α_i and β
_j  are coefficients, p and q are the lag orders, and ε_t is the error term.
The ARDL model is estimated based on the number of lags suggested by the information 

criteria suggested in the lag length selection criteria. Generally, Akaike Information Criterion 
(AIC), Hannan-Quinn Criterion (HQC) or the Schwartz Bayesian Criteria (SBC) can be used 
in order to choose the optimal lag.  
 F- bound test is essential for examining long-run relationship of the variables included 
in the model. Hence, to test if the variables have a long-run relationship, the F-test was 
performed based on the following Pesaran, Shin and Smith (2001) generalized form of applied 
ARDL model. Therefore, model for F- bound test is given below:

 In equation (4), β0 , β1, β2 … β5  are coefficients to be estimated and subscript t-1 
implies lagged value, Δ represents the first difference of the variables. Similarly, γi, δj, λk, θl, 
μm  are the short-run dynamics (coefficients of the first differenced variables). Others are 
described as follows:
lnNEPSEt = The natural log of the Nepal Stock Exchange index.
lnM2t-1 = The natural log of money supply at time t-1.
lnIRt-1  = The natural log of interest rates at time t-1.
lnRGDPt-1  = The natural log of real GDP at time t-1.
lnRMTt-1  = The natural log of remittance inflow at time t-1.
εt   = Error term.
 The ARDL model for estimating long-run coefficient can be specified as follows:

ln(NEPSE)t=β0+ β1 ln(M2)t+ β2 ln(IR) + β3ln(RGDP)t + β4ln(RMT)t +  εt  …(5)

 Moreover, the ECM in the ARDL approach to co-integration, the lagged error correc-
tion term is generated out of the long-run coefficients to replace a linear combination of the 
lagged variables, and the model is re-estimated at the optimum lags selected by using model 
selection criterion (Bahamani & Ardalani, 2006). The ECM for estimating short-run coeffi-
cient and error correction term is presented as follows:

Δln(NEPSE)t=∝ + δ_j Δln(M2)t-j+ λ_k Δln(IR)t-k+ θ_lΔln(RGDP)t-l + μ_mΔln(RMT)t-m + 

γECTt−1+ εt            …(6)
 In equation (6), ∝ , δ_j, λ_k, θ_l, μ_m, and γ are coefficients to be estimated. Others 
are described hereunder.
ΔlnNEPSEt  = Lagged change in the natural log of the Nepal Stock Exchange index.
ΔlnM2 t-j  = Lagged change in the natural log of money supply at time t-j.
ΔlnIRt-k = Lagged change in the natural log of interest rates at time t-k.
ΔlnRGDPt-l  = Lagged change in the natural log of real GDP at time t-l.
ΔlnRMTt-m = Lagged change in the natural log of remittance inflow at time t-m.
ECTt−1  =Error correction term lagged by one period.
εt   = Error term.
 Finally, the ARDL model tries to find the best linear unbiased estimator (BLUE) and 
thereby diagnostic tests need to be conducted. In this, regard, the researcher has also gone 

through such tests. Therefore, diagnostic test, such as Ramsey Regression Equation Specifica-
tion Error Test (RESET) test, is a general specification test for the linear regression model, LM 
Test for Serial Correlation, Test for Heteroscedasticity, J-B test for the normality of the residu-
als and CUSUM and CUSUMSQ test for the stability are conducted and reported.

Results and Discussion

 The estimated results presented in Tables 2 to Table 9 present results of data analysis. 
The analysis results are given and discussed subsequently.

Descriptive Statistics

 Table 2 shows descriptive statistics for included variables for the analysis from 1994 to 
2023. The acronym lnNEPSE denotes NEPSE index in log form. Its mean and median are 
6.4959, and 6.5278 respectively, indicating slight symmetry. Likewise, the skewness is 0.094 
(near 0, suggesting symmetry), kurtosis is1.745 (below 3, implying a flat distribution), and 
Jarque-Bera (JB) Probability is 0.4326, indicating the data follows a normal distribution. 
Another, acronyms lnM2 denotes Money Supply in log form. Its mean and median are 
11.44612 and 11.43098, suggesting symmetry. The skewness is 0.0768 (near 0, indicating 
symmetry). The kurtosis is 1.62399 (less than 3, flat distribution) and JB Probability is 0.3684, 
supporting normality. Another acronym lnIR denotes interest Rate in log form. Its mean and 
median are 0.7067 and 1.0919 in which mean is less than median, indicating potential left 
skewness. Another parameter, skewness is -0.6987 (negative, suggesting left-skewed distribu-
tion). Likewise, kurtosis is 2.5390 (below 3, moderately flat). Finally, JB Probability: 0.3237, 
indicating approximate normality. The acronym lnRGDP denotes Real GDP in log form. Its 
mean and median are 11.5852, and 12.0028, here mean is less than median, suggesting slight 
left skewness. The skewness for this is −0.1851 (near 0, weakly left-skewed). The kurtosis is 
1.1759 (far below 3, flat distribution). JB Probability is 0.1646, borderline normality. Finally, 
the acronym lnRMT denotes remittance in log form. Its mean and median are 10.1604 and 
10.490, here mean is less than median, indicating potential left skewness. The skewness, 
kurtosis and JB Probability are -0.5734(moderate left skewness), 2.2507(below 3, flat distribu-
tion), and 0.3763 (moderate left skewness) respectively.

Table 2 

Descriptive Statistics
Parameters lnNEPSE lnM2  lnIR  lnRGDP lnRMT
 Mean  6.4959  11.4461 0.7067  11.5852 10.1604
 Median 6.5278  11.4310 1.0919  12.0028 10.4900
 Maximum 7.9667  13.3262 2.1066  12.4604 11.7122
 Minimum 5.3223  9.6343  -1.8326  10.6109 7.1438
 Std. Dev. 0.8044  1.2036  1.0415  0.7671  1.2866
 Skewness 0.0944  0.0770  -0.6987  -0.1851  -0.5734
 Kurtosis 1.7457  1.6240  2.5390  1.1759  2.2507
 Jarque-Bera 1.6758  1.9970  2.2557  3.6088  1.9549
 Probability 0.4326  0.3684  0.3237  0.1646  0.3763

Note. This table demonstrates the descriptive statistic result as for the variables computed by 
the author based on the data of respective variables from 1994-2023. 
The descriptive statistics shows that most variables exhibit approximate normality, with some 
left-skewed or flat distributions. 

Unit Root Test Result

 Augmented Dicky Fuller (ADF) test result and Phillip-Perron (PP) test result is sum-
marized subsequently. The ADF test evaluates the stationarity of variables by testing for unit 
roots at levels and at the first differences. The Table 3 results show that lnNEPSEt and ln IRt 
are stationary at levels I(0) and I(1) both. But, lnM2t, lnRGDPt, and lnRMTt are stationary 
only after the first difference I(1) and non-stationary at levels. These results clearly indicate 
that the variables are integrated at level, I(0) and after first difference I(1). Similarly, Phil-
lip-Perron test result also shows a variable interest rate which is stationary at level I(0) and 
after first difference I(1) both. Reaming other variables are stationary only after first difference 
I(1)(Table 3). These results are crucial for selecting the ARDL model as an appropriate econo-
metric approach for co-integration analysis and examining the relationships among these 
variables. 

Table 3
Summary of Unit Root Test Result

Note. This table demonstrates the Augmented Dickey Fuller test result as computed by the 
author based on the data of respective variables from 1994-2023. The symbol ** and *** 
implies statistical significance at 5 percent and 1 percent respectively.

Lag length Selection 

 In time series analysis, the optimal lag selection is very crucial and quite sensitive in 
the case of time series analysis. The VAR Lag Order Selection Criteria are given in Table 4. 
The study uses criteria like LR, FPE, AIC, SC, and HQ to identify the optimal lag length for a 

Figure 2

Percentage of Security of Using QR Code
 

 Figure 2 indicates that 71.2% of respondents believed QR codes to be secure, 1.9% felt 
insecure, and 26.9% were unsure whether to utilize secure or insecure codes.

Figure 3 

Percentage of Trustworthiness of Using QR Code

 

 Figure 3 shows that 74% of participants fully trusted QR codes, while 2% did not. 24%, 
however, were not clear if they should be trusted or mistrusted when using QR codes. 
Cross-tabulation analysis was then performed according to monthly QR Code usage, and demo-

Conclusion

 The report offers a thorough grasp of how QR codes are being adopted and used in 
various regions for various purposes in the Nepalese context. The study concludes that the 
majority of Nepalese consumers use QR codes for financial transactions. The study's participants 
reported feeling secure when using QR codes. Although there have been improvements, the 
study also finds enduring security and trust issues that could prevent QR codes from being 
widely used if left unchecked. They are more comfortable using it in a variety of industries, 
including banking, education, travel and tourism, marketing, hotels and restaurants, and health.
The Pearson Chi-square and cross-tabulation also stated that there was a significant correlation 
between the monthly use of QR code mobile payments and gender, age, occupation, province, 
and education. This indicated some variation in the monthly proportion of mobile payments 
using QR codes by province, gender, age, occupation, and level of education. 
The study comes to the conclusion that although QR codes have the potential to completely 
transform payment systems in developing nations, it will take focused efforts to maintain securi-
ty, foster trust, and improve user education in several areas before they can be widely adopted 
and grow sustainably. So, the study is intriguing since it concentrates on a developing country 
and provides valuable perspectives for similar economies directing the transition to digital 
payment methods. 

Limitations and Future Implications

 The sample size for this study was small, and it only represents a portion of Nepal’s 
population. The results show the realities of growing markets with a young population and a 
relatively sensitive QR code, even though they might not apply to Nepali people. Thus, a larger 
sample size for this research could be more broadly applicable to the investigation of QR codes 
in Nepal.
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graphic status such as gender, age, occupation, province, and education. 

Cross-Tabulation Analysis

 Cross tabulation is a quantitative research technique used to examine the relationship 
between two or more variables. Furthermore, this study used chi-square tests to investigate 
differences in the distribution of categorical responses between groups (Black, 2010). The 
chi-square test was used to identify whether gender, age, province, education, and job status 
affected the monthly frequency of using QR code mobile payments. In the table below, several 
updated UTAUT viewpoint variables are descriptively analyzed. 

Table 1

Cross-tabulation between Gender and QR Code Usage Per Month

 The majority of people use quick response (QR) codes for mobile payments 10–20 times 
a month, as shown in Table 1. This also explains the 10–20 times per month that both men and  
women use QR code mobile payments. 

 In contrast, 18.40% of women use it 10–20 times per month, while 24% of men use it 
more than 40 times. Thus, men and women alike showed interest in utilizing the QR code 
service. P = 0.000, the Pearson Chi-square value of 30.559, was below the significance level of 
0.01 (1%). 
 Therefore, there was a significant correlation between monthly QR code mobile payment 
usage and gender. This indicated some variation in the monthly proportion of mobile payments 

using QR codes by gender.

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

Table 2

Cross-tabulation between Age and QR Code Usage Per Month

     Note. 

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

 The result was a desire to use the QR code service across all age groups. The chi-squared 
Pearson value of 36.505, P = 0.006, fell below the 0.05 (5%) significance level. The monthly 
utilization of QR code mobile payments was thus significantly correlated with age group. This 
indicated some variance in the proportion of each age group using QR codes for mobile 
payments each month.

 Table 3 shows that, with the exception of Karnali and Sudurpaschim, most people in all 
provinces use quick response (QR) codes to make mobile payments 10–20 times a month. 
This also explains why 50% of Karnali residents and 75% of Sudurpaschim use it more than 40 
times a month, compared to 45.70% of Koshi residents, 52.80% of Madhesh residents, 76.90% 
of Gandaki residents, and 64.30% of Lumbini Province residents. Accordingly, all provinces' 
respondents said they would like to employ the QR code service. 

Table 3

Cross-tabulation between Provinces and QR Code Usage Per Month

    Note.

 The chi-squared Pearson value of 57.624, P = 0.000, was below the 1% cutoff of 0.01. 
Therefore, there was a high correlation between the province and the monthly use of mobile QR 
code payments. The percentage of monthly mobile payments using QR codes therefore differed 
from province to province.  

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 

that the percentage of monthly QR code mobile payment usage varied by education level.

Table 4

Cross-tabulation between Education and QR Code Usage Per Month

        Note. 

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 
that the percentage of monthly QR code mobile payment usage varied by education level.

 Table 5 shows that except for self-employed and retired individuals, most people across 
all job levels use quick response (QR) codes to make 10 to 20 mobile payments each month. 
This also explains why 57.10% of independent contractors and 42.90% of retirees use it less 
frequently than ten times a month. Respondents from various educational backgrounds thus 
wished to utilize the QR code service. 

Table 5 

Cross-tabulation between Employment and QR Code Usage Per Month

    Note. 

 

 The Pearson Chi-square value was below the 5% cutoff at 26.548 (P = 0.033). Monthly 
utilization of mobile payments using QR codes was strongly correlated with educational status. 
Accordingly, the percentage of monthly mobile payments using QR codes varied by educational 
attainment. 

Discussion

 The importance of security and trust has been highlighted by the study on the adoption of 
QR code applications. The majority of respondents utilized QR codes in the banking sector, 
followed by the education sector, the hotel business, the health sector, and other industries like 
marketing, tracking, travel and tour, and shopping (Kim & Yoon, 2014; Ozkaya et al., 2015). 
According to this research work the proportion of monthly mobile payments made via QR codes 
varied somewhat by gender and age. Therefore, each province had a different percentage of 
monthly mobile payments made with QR codes. The use of QR codes for mobile payments each 
month was highly associated with educational attainment (Luitel, 2023; Mookerjee et al., 2022). 
The report also indicated that most respondents viewed QR codes to be secure and trusted 
(Gautam & Sah, 2023; Luitel, 2023).

 MONEY IS REGARDED as the center of macroeconomics 
and understanding the effect of the money supply is critical for macro-
economc theory (John & Ezeabasili, 2020; Palley, 2015). The impact 

Results and Discussion 

Respondents Status  

 The demographic statuses of the respondents were discussed in terms of sex, age group, 
provincial areas, professional status, and academic level. Most respondents were male, 58.2%, 
and the remaining were females. According to age group, most respondents were 20 to 24 at 
52.7%, 25 to 29 at 12.7%, and 30 to 34 with 11.8% of Bagmati at 49.1%, Madhesh with 19.1%, 
and 10.9% of Gandaki and remaining from other provinces. 

 Most respondents were bachelor's degree holders, with 69.7%, and master's degree 
holders, with 14.9%. It also shows that 8.7% of the total respondents were higher secondary 
level, and 2.4% were PhD. Degree and MPhil Degree educated. The majority of respondents 
were students, followed by employees; 10.1% were self-employed, 5.8% were housekeepers, 
3.4% were retired, and 2.4% were jobless.

QR Code Using Status  

 The following analysis illustrates the areas where QR is most commonly used, and the 
consumers' perceptions of security and trust in QR services to comprehend usage trends.

Figure 1

Percentage of Area Using QR Code

 

 Figure 1 shows that most of the respondents 35% used QR codes in financial sectors, 
26% in education areas, 12% in the hotel industry, and 10% in health and other sectors such as 
travel and tour, shopping, marketing, tracking, and so on. Thus, the research on QR codes 
revealed that most of Nepalese people utilized QR codes for financial areas for financial transac-
tions.

model. The majority of the criteria have been recommended for Lag 1, as it captures model 
dynamics effectively and maintains accuracy. In other words, this lag length allows for a 
comprehensive model improving forecast with accuracy and robustness.
Table 4 
Selection of Optimum lag 
 Lag LogL  LR  FPE  AIC  SC  HQ
0 -69.6404 NA    0.0003   6.2200   6.4654   6.2851
1  37.7375 161.0670*   3.81e-07*  -0.6448*   0.8277*        -0.2541*

Note. This table demonstrates the test result as computed by the author based on the data of 
respective variables from 1994-2023. 
 F-Bound testing 
 The ARDL bounds test is a statistical method used to determine the long-run relation-
ship among variables included in the model. Evidently, the F-statistic value is 5.063 and it is 
above the upper bound at all levels of significance (1 %, 5 %, and 10 %). Since 5.063 > 4.37 
(the highest critical value for I(1) bond at 1 percent, we can reject the null hypothesis at the 1 
percent level and conclude that there exists a statistically significant long-run relationship 
between the outcome variable and the predictors included in the ARDL model(Table 5). 
Table 5
F-Bound Test Result
Null Hypothesis: There is no long-run relationship
Test Statistics  Values  K(Explanatory Variables
F-Statistics  5.063  4
Critical Value Bonds
Level of significance I(0) Bonds I(1) Bonds
10 percent  2.2  3.09
5 percent  2.56  3.49
1 percent  3.29  4.37
Note. This Table shows the F-bound test for co-integration results as computed by the author 
based on the data used for the variables spanning from 1994-2023.
Granger Causality Test Result

 The Granger causality test is a statistical hypothesis test used to determine whether 
one-time series data can predict other data belonging to certain variables included in the time 
series model. It was developed by Granger (1969) and evaluates the causal relationship 
between two variables in the sense of temporal precedence. Therefore, the result of Granger 
causality is summarized as follows:
Table 6
Granger Causality Test Result

Note. This Table shows the Granger causality test result as computed by the author based on 
the data used for the variables spanning from 1994-2023.
  In summary, broad Money Supply Granger-causes the NEPSE index, indicating that 
liquidity significantly impacts stock market performance. Likewise, real GDP Granger-causes 
the NEPSE index. But, there is weak evidence that the NEPSE index may also Granger-cause 
GDP. Interest Rate and Remittance Inflows show no Granger causality with the NEPSE index 
in either direction.
Estimated Long Run Coefficients
 Table 7 below shows the estimated long-run coefficients of the ARDL model and 
provides valuable insights into the relationships between the outcome variable NEPSE index 
and the independent and control variables included in the model. 
Table 7
Estimated Long Run Coefficients using the ARDL Approach
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variables Coefficient(Standard error) t-Statistic P. Value
lnM2  1.287***(0.364)  3.539  0.003
ln IR  -0.242*(0.135)   -1.797  0.093
lnRGDP 1.387***(0.419)  3.307  0.005
lnRMT  0.170(0.381)   0.446  0.662
C  5.783**(2.232)   2.591  0.021

Note. This table demonstrates estimated long-run coefficients using the ARDL approach as 
computed by the author based on the data used for the variables and the symbols *** ' ** and 
*indicate the significance of coefficients at 1 percent 5 percent and 10 percent level.
 Table 7 result reveals that the coefficient of broad money supply (M2) is 1.287 
(P<0.01). It implies a 1 percent increase in broad money supply is associated with a 1.287 
percent increase in the NEPSE index in the long run. It indicates that increased money supply 
may enhance liquidity in the economy, encouraging investment in the stock market and 
driving up NEPSE index. Similarly, the coefficient of interest rate(IR) is -0.242 (P<0.10) 
indicating a 1 percent increase in interest rates leads to a 0.242 percent decrease in the NEPSE 
index in the long run. This can be inferred as higher interest rates increase the cost of borrow-
ing and reduce corporate profits, making equities less attractive relative to other fixed-income 
securities. The coefficient of real GDP is 1.387 (P<0.01). This implies a 1 percent increase in 
real GDP causes an increase in NEPSE index by 1.387 percent in the long run. Its economic 
interpretation can be higher GDP growth reflects improved economic activity, boosting 
corporate earnings and investor confidence, which positively impacts stock prices. Moreover, 
the coefficient of remittance Inflows 0.170 (not significant, P=0.662). The coefficient is 
positive but statistically insignificant, indicating no clear long-run relationship between remit-
tance inflows in Nepal and the NEPSE index. It can be inferred that remittance is predominant 
used in consumption or real estate investment but not invested stocks. The estimated coeffi-
cient for constant is 5.783 (P <0.05). This reflects the inherent factors influencing the NEPSE 
index that are yet to include as the explanatory variables.
Estimated Short-Run Coefficients  
 The ECM term, also known as the error correction term ECT (-1), is a key component 
in the Error Correction Model (ECM) estimated output. Moreover, the highly significant error 
correction term (ECT) indicates that the long-run equilibrium is corrected very quickly, 
reflecting a strong and stable long-run relationship among the variables included.
Table 8
Error Correction Model
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variable Coefficient (Standard error) t-Statistic P-Value
ΔlnM2  0.842**(0.314)   2.683  0.018
ΔlnIR  -0.198(0.121)   -1.636  0.112
ΔlnRGDP 0.954***(0.312)  3.059  0.007
ΔlnRMT 0.051(0.158)   0.322  0.750
ECT(-1) -0.653***(0.147)  -4.443  0.001
Note. This table demonstrates estimated short-run coefficients using the ECM approach as 
computed by the author based on the data for the variable spanning 1994-2023 of Nepal and 
the symbols *** ' ** and *indicate the significance of coefficients at 1 percent 5 percent and 
10 percent level. 

 Table 8 shows the error correction term (ECT) coefficient value as -0.653 suggesting a 
rapid adjustment process in response to shocks, indicating that deviations from the long-run 
equilibrium are quickly corrected back. Essentially, the short-run dynamics reveal that the 
ECT is negative and highly significant (-0.653, P<0.01), indicating that approximately 65 
percent of deviations from the long-run equilibrium are corrected in the subsequent period. In 
other words, any short-term fluctuations in economic growth caused by any changes the 
money supply, interest rate, real GDP growth, and remittance inflow will not persist, as the 
model tends to correct the disequilibrium rapidly. Moreover, in short, only the variables broad 
money supply(M2), and real GDP(RGDP) are statistically significant. But, interest rate (IR), 
and remittance inflow (RMT) are not significant. Furthermore, the values of R-squared and 
Adjusted R-squared are 0.697 and 0.652, implying that the model explains about 69.7 percent 
of the variation in NEPSE index, with an adjusted value of 65.2 percent, indicating robustness 
of the model. Moreover, Durbin-Watson Statistic value is 2.42 which is close to 2, reflecting 
no serious autocorrelation issues in the residuals of the estimated model.
Diagnostic Test of the ARDL Model 
 Table 9 demonstrates diagnostic test result such as the RESET (Regression Specifica-
tion Error Test) is used to check for specification errors in a regression model, the Breus-
ch-Godfrey serial correlation LM Test is used to detect the serial correlation (autocorrelation) 
in the residuals of a regression, the Breusch-Pagan-Godfrey test is used to detect heteroskedas-
ticity in the residuals of a regression model and Jacque-Berra Test for normality test result.
Table 9
 RESET Test Result
RESET Test Result 
   Value   df   Probability
t-statistic  1.401521  35   0.1699
F-statistic  1.964261  (1, 35)   0.1699
Breusch-Godfrey serial correlation LM Test result
   Value   df   Probability
F-statistic  1.4406       Prob. F(2,13)  0.2722
Obs*R-squared 4.3541     Prob.   Chi-Square(2)  0.1134
Heteroskedasticity Test: Breusch-Pagan-Godfrey
   Value   df   Probability
F-statistic  1.2071       Prob. F(8,15)  0.3581
Obs*R-squared  9.3999       Prob. Chi-Square(8) 0.3097
Normality Test Result
Jarque-Bera statistic 0.6667   p-value   0.7165

Note. This table demonstrates diagnostic test result as computed by the author based on the 
data for the variable spanning 1994 -2024 of Nepal.
 In the Regression Specification Error Test (RESET) result, the t-statistic value is 
0.9641 with a p-value of 0.3513 which is greater than the common significance levels (0.01, 
0.05, 0.10). In this case, the p-value of 0.3513 is greater than 0.05. Hence, there is no evidence 
of the omitted variables and wrong functional form (Table 9). Regarding, the serial correlation 

LM test, the F-statistic value is 1.4406 with a p-value (Prob. F) of 0.2722. Here, the p-value of 
0.2722 is much greater than 0.05. This suggests that there is no significant evidence of serial 
correlation in the residuals. Similarly, regarding the heteroscedasticity test, the F-statistic value 
is 1.2071 with a p-value (Prob. F) of 0.3581. Here, the p-value of 0.0.3581 is much greater 
than 0.05. Hence, the Breusch-Pagan-Godfrey test results suggest that there is no significant 
evidence of heteroskedasticity in the residuals. This indicates that the variance of the residuals 
is constant across observations, meaning the model does not suffer from the heteroskedasticity 
issues based on this test (Table 9). Finally, the Jarque-Bera statistic is 0.6667 with a p-value of 
0.7165. Evidently, the p-value greater than 0.05 indicates that the residuals are normally 
distributed. Therefore, we can conclude that the residuals of the ARDL model are approxi-
mately normally distributed based on this test (Table 9). 

Stability Test Result

 The plot of cumulative sum of recursive estimate residuals line remains within the 5 
percent significance level critical bounds throughout the sample period from 1994 to 2023. 
This indicates that there are no significant deviations in the cumulative sum of the residuals 
that would suggest instability. Similarly, the cumulative sum of the squares line also remains 
within the 5 percent significance level critical bounds throughout the sample period. This 
indicates that there are no significant deviations in the cumulative sum of the squared residuals 
that would suggest instability in the variance of the residuals. Therefore, we can conclude that 
the variance of the residuals is stable over the period from 1994 to 2023 and there is no 
evidence of changes in volatility or variance instability in the ARDL model (Figure 1).

Figure 1

CUSUM Sum and SUSUM Sum of Square Recursive Residuals

   

Discussion
 The findings revealed unidirectional causality from broad money supply to NEPSE 
index, this result is aligned with the studies such as Brahmasrene and Jiranyakul (2007), 
Olulu-Briggs and Ogbulu (2015), but contrasting with the findings of Taamouti (2015) as it 
could not find any causality between them. Conversely, the studies such as Al-Kandari and 
Abul (2019), John & Ezeabasili (2020) found causality from the stock index to money supply. 
Likewise, the current study found by-directional causality between real GDP and NEPSE 
index and unidirectional causality from remittance flow to NEPSE index, but the absence of 

causality between interest rate and NEPSE index. The estimated long-run coefficients (Table 
7) provide critical insights into the factors influencing the NEPSE index. Moreover, broad 
money supply exhibits a long-run and positive and highly significant relationship with the 
NEPSE index, with a coefficient of 1.287 (P<0.01). This suggests that a 1 percent increase in 
the money supply leads to a 1.287 percent rise in the NEPSE index, this is likely due to 
enhanced liquidity in the economy, which fosters investment in the capital market. The result 
is aligned with the findings of John & Ezeabasili (2020). But, this result contrasts with Ahmad 
et al. (2015), which showed negative effect on the same. The interest rate (IR) is negatively 
related to the NEPSE index, with a coefficient of -0.242 (P<0.10). This indicates that a 1 
percent rise in interest rates reduces the NEPSE index by 0.242 percent. It may suggest that 
higher interest rates increase borrowing costs and reduce corporate profitability, making 
equities less attractive relative to fixed-income securities. Both of these results align with 
previous studies such as Ndlovu et al. (2018), Khan & Khan (2018), Shawtari et al. (2016), 
Shrestha & Subedi, (2014) and Sahu et al. (2011). But, this result contrasts with the study of 
Ahmad et al. (2015), which could not find a statistically significant effect of interest rates on a 
stock market index.
 Moreover, real GDP positively impacts the NEPSE index, with a significant coeffi-
cient of 1.387 (P<0.01). This implies that a 1 percent increase in GDP boosts the NEPSE index 
by 1.387 percent. It is so because economic growth enhances corporate earnings and investor 
confidence, leading to increased stock prices. The finding, as positive but statistically insignifi-
cant coefficient of remittance inflow, is 0.170 (P=0.662), and it indicates no clear long-run 
relationship with the NEPSE index. This suggests that remittances inflow amount in Nepal 
have been predominantly used for consumption or real estate investment rather than stock 
market investment, as the study found by Subedi (2016), the substantial proportion of remit-
tance amount is used for land purchases and real estate. The error correction model (Table 8) 
demonstrates the short-run dynamics. Similarly, the result reveals that  broad money supply 
and real GDP have positive and significant effects on the NEPSE index in the short-run. The 
error correction term is negative and highly significant with coefficient value as −0.653 
(P<0.01), indicating that 65.3 percent of deviations from the long-run equilibrium are correct-
ed within one period, reflecting a stable and rapid adjustment process. These results highlight 
the critical roles of liquidity, economic growth, and interest rates in shaping Nepal’s stock 
market dynamics while underscoring the limited influence of remittances in this context.

Conclusion and Policy Implications
 This study explored the influence of money supply and other macroeconomic variables 
on stock market performance in Nepal, with a focus on understanding their roles in shaping 
market dynamics. The findings indicate that the money supply has a significant positive 
impact on the NEPSE index, both in the long run and short run. But, the interest rate has a 
negative and significant impact in the long-run but it is insignificant in the short-run. This 
underscores the role of increased liquidity in driving stock market performance, as higher 
money supply facilitates investment in financial markets. The adjustment process to long-run 
equilibrium was stable and rapid, with deviations corrected by 65.3 percent in each period. 
Moreover, real GDP plays a crucial role in driving stock market performance, with a positive 

and significant relationship in both the short and long run. This finding reflects the close 
association between economic growth, corporate earnings, and investor confidence. Remit-
tance inflows, however, show no significant long-run relationship with the NEPSE index. 
Perhaps, it suggests that remittances are predominantly directed toward consumption or real 
estate rather than stock market investments. Overall, this study highlights the importance of 
macroeconomic stability, particularly in managing money supply and interest rates, to foster 
sustainable growth in Nepal’s stock market. It also provides critical insights for policymakers, 
investors, and stakeholders on the interplay between economic factors and stock market 
dynamics. 
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 This section contains the majority of studies from both domestic and foreign contexts. Since 
QR code technology is new, not much research has been done on it. Early studies on QR codes 
focused on using the technology in various contexts. However, many studies avoid employing QR 
codes in Nepal's provincial context. Thus, the goal of this study was to look into how QR codes are 
used in different provinces in Nepal. 

Methodology

 The research was based on a descriptive research design. A structured questionnaire was 
used to gather data from QR code users, who were frequently considered a sample for the study. The 
questionnaire was based on the users' demographic profiles and also considered questions about 
using QR services. 

 A structured questionnaire utilized for survey research was used to gather data from the 208 
respondents using purposive sample procedures (Cooper & Schindler, 2014; Greener, 2008). The 
study's population is split into seven province clusters using the cluster sampling probability sample 
technique: Koshi, Madhesh, Bagmati, Gandaki, Lumbini, Karnali, and Sudurpaschim.
The structured questionnaires were prepared to obtain demographic information regarding gender, 
age, occupation, education, province, areas, and purpose of using the QR code. It also focused on 
gathering information about QR code usage per month. Data were driven into SPSS software for 
analysis. Frequency and cross-tabulation were used to analyze the data. Bar diagrams and pie charts 
presented demographic information and summarized the results with several references on national 
and international context in the discussion section.  



of money supply on stock prices and stock indices is a significant area of research, revealing 
complex relationships influenced by various macroeconomic factors (Erdugan, 2012). In other 
words, the stock price is the outcome of the overall macroeconomic performance of a national 
economy including money supply (Bhattacharjee & Das, 2021; Muchir, 2012).  In this context, 
the relationship between money supply and stock market performance is essentially a reflection 
of capital market and money market (Wang, 2016). The relationship between money supply and 
stock prices has long been a focal point of economic and financial research, as it encapsulates 
the intricate interplay between monetary policy and capital markets (Sirucek, 2013). Money 
supply, typically represented by broad money, serves as a key indicator of liquidity in an econo-
my, influencing interest rates, inflation, and investment behavior (Lacey, 2021; Bhattacharjee & 
Das, 2021; Devkota & Dhungana, 2019). Stock prices, on the other hand, reflect investor 
sentiment, corporate performance, and broader economic dynamics. 

 Theories suggest that changes in money supply can significantly impact stock market 
performance, both directly and indirectly, through various transmission channels (Gunardi & 
Disman, 2023). In this context, understanding this nexus is critical for policymakers, investors, 
and economists, as it provides insights into how monetary interventions affect asset markets and 
economic stability. This paper examines the dynamic relationship between money supply and 
stock market performance, with a focus on short-run and long-run interactions in varying 
economic contexts. Globally, there are extensive studies on the impact of money supply on 
stock indices, but limited research exists exploring these dynamics in emerging economies, 
especially in the context of Nepal. To have better understanding of the effect of money supply 
and stock market performance in the Nepalese context, it is essential to investigate empirically. 
Moreover, this study examines the mechanisms through which money supply affects stock 
prices and indices, supported by empirical evidence from various contexts. Therefore, the 
pertinent research questions are proposed as follows: How does money supply influence stock 
market performance in Nepal? What is the role of other macroeconomic variables, such as 
interest rates, constant GDP, and remittance inflow, in shaping stock market dynamics? Is there 
evidence of speculative stock bubbles resulting from changes in the money supply in Nepal? In 
this regard, the objectives of the paper are to examine the impact of money supply on stock 
market performance in Nepal, including the role of other macroeconomic variables such as 
interest rates, constant GDP, and remittance inflow, and provide suggestions to policymakers 
and stakeholders for policy implications. 
 

Review of Literature 
Theoretical Perspectives

 Stock market performance is crucial for economic prosperity, capital formation, and 
sustainable economic growth as it facilitates resource flow, investment opportunities, pooling 
funds, sharing risk, and wealth transfer between savers and users (Subedi, 2023). The relation-
ship between money supply and the stock market composite index is a well-researched area in 
economics and finance around the globe, where several theories provide frameworks to under-
stand this relationship.

  The Quantity theory of money as the equation MV=PQ, suggests that an increase in 
the money supply leads to inflation if the output (Q) remains constant. It means as the money 
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supply increases, the liquidity improves, which in turn leads to encouraging more investments 
in the stock market and raises stock values. Conversely, if inflation increases as a result of 
excessive money in circulation, stock values may suffer as actual returns on investments 
decline (Fisher, 2006). Efficient Market Hypothesis (EMH) asserts that stock prices reflect all 
available information, including monetary policy signals (Fama, 1970). Therefore, the changes 
in money supply are incorporated into stock prices as investors adjust their expectations about 
future earnings and inflation. Therefore, money supply changes can have immediate effects on 
composite stock indices, depending on the degree of market efficiency.

 Lucas (1972) developed the Rational Expectations Hypothesis and postulated that 
investors incorporate changes in money supply into their expectations about future economic 
conditions thereby influencing stock prices. It asserts that anticipated increases in money 
supply may already be reflected in stock prices, where unexpected changes can create volatili-
ty. Therefore, stock markets respond to the unanticipated component of money supply chang-
es. Modigliani and Cohn (1979) argue that money supply increases can raise inflation expecta-
tions.  Essentially, if inflation rises, it reduces the present value of future cash flows from 
stocks, adversely affecting stock prices. Therefore, the effect of money supply on stocks prices 
depends on whether inflation expectations are stable or rising. Behavioral Finance theories 
argue that the sentiment of investors and psychological factors expand the effects of money 
supply changes on stock prices (Shiller, 1981). It is observed that during periods of increased 
money supply, euphoria prevails and may lead to the overvaluation of stocks. Therefore, the 
theory states that the increase in money supply cognitive biases and herd behavior influence 
stock indices.

Empirical Review

 The nexus between money supply and the market stock performance is a widely 
studied and discussed matter in macroeconomics and financial economics to have a better 
understanding of this relationship. The summary is presented subsequently. 
Table 1
Literature Review Matrix

Understanding Buying Behavior among the .....

30

 

 In summary, these studies have provided valuable insights into the short-term and 
long-term interactions between money supply, along other macroeconomic variables on stock 
market indicexisting studies mentioned above predominantly focused on the developed econo-
my context, with limited attention to a unique economic structure of Nepal. Similarly, most 
studies report a positive correlation between the money supply and stock prices or stock 
indices, contrasting evidence on causality and the role of macroeconomic variables indicates 
the need for a localized investigation. In conclusion, this review identifies gaps in understand-
ing the money supply dynamics in emerging economies like Nepal, highlighting the need for 
further investigation into the impact of changes in money supply on stock market performance 
and stability, thereby setting the stage for further research in Nepal.

Methodology

Research Design

 This study has adopted a quantitative research design to analyze the relationship 
between money supply, interest rates, and stock market performance in the Nepalese contest. 
The research uses time-series analysis using econometric techniques to capture the dynamic 
interactions among the variables included in the model over time. Similarly, the study is 
explanatory in nature and employs statistical models to fulfill the objectives of the research. 

Variables, Data, and Their Sources

 This study used secondary annual data on some selected macroeconomic variables of 
Nepal viz., broad money supply(M2), interest rate, GDP at a constant price, remittance inflow 
in Nepal and Nepal Stock Exchange (NEPSE) index from 1994 to 2023. They are presented 
below:

Table 1 

Variables, Data and Their Sources
Variables Nature   Definition   Sources
NEPSE  Dependent Variable Stock Market Performance Nepal Rastra Bank
M2  Independent Variable Broad Money Supply  Nepal Rastra Bank
IR  Independent Variable Interest Rate   Nepal Rastra Bank
RGDP  Control Variable GDP at Constant Price  Nepal Rastra Bank
RMT  Control Variable Annual Remittance Inflow of Nepal  Nepal Rastra Bank

Analysis Tools and Techniques

 The data analysis process involves descriptive statistics, stationarity tests, granger 
causality tests, ARDL methods of co-integration. Similarly, diagnostic tests like RESET test, 
Breusch-Godfrey Serial Correlation LM Test, Normality test, Heteroscedasticity test, stability 
test are done and they are subsequently discussed hereunder. The computer software EVIEWs 
10 was used for data analysis. 
Specification of the Empirical Model

 To fulfill the objectives of the study, the researcher has developed an empirical model 
for testing the hypothesis in functional form as follows:
NEPSEt = f(M2t , IRt ,RGDPt , RMTt)                            ...(1)
 In equation (1) above, NEPSEt, M2t, IRt, RGDPt, RMTt denote the Nepal Stock 
Exchange, broad money supply, GDP at constant price and annual remittance inflow in Nepal 
for the time ‘t’ respectively. The model given in equation (1) can be transformed into a loga-
rithmic econometric model as follows.
lnNEPSEt =  α + lnβ1T(M2t) + lnβ2(IRt)  +lnβ3(RGDP)t  +lnβ4(RMT)t + et         …(2)
 In equation (2) above symbols α denotes intercept, and β i implies slopes parameters to 
be estimated, ln stands for natural logarithm, remaining acronyms are as defined above in 
equation (1). Likewise, α and β are parameters to be estimated. 
ARDL Model

 The general form of an ARDL (p, q) model is:

In the above equation (3), Y_t is the outcome variable, X_(t-j) denotes explanatory,  α_i and β
_j  are coefficients, p and q are the lag orders, and ε_t is the error term.
The ARDL model is estimated based on the number of lags suggested by the information 

criteria suggested in the lag length selection criteria. Generally, Akaike Information Criterion 
(AIC), Hannan-Quinn Criterion (HQC) or the Schwartz Bayesian Criteria (SBC) can be used 
in order to choose the optimal lag.  
 F- bound test is essential for examining long-run relationship of the variables included 
in the model. Hence, to test if the variables have a long-run relationship, the F-test was 
performed based on the following Pesaran, Shin and Smith (2001) generalized form of applied 
ARDL model. Therefore, model for F- bound test is given below:

 In equation (4), β0 , β1, β2 … β5  are coefficients to be estimated and subscript t-1 
implies lagged value, Δ represents the first difference of the variables. Similarly, γi, δj, λk, θl, 
μm  are the short-run dynamics (coefficients of the first differenced variables). Others are 
described as follows:
lnNEPSEt = The natural log of the Nepal Stock Exchange index.
lnM2t-1 = The natural log of money supply at time t-1.
lnIRt-1  = The natural log of interest rates at time t-1.
lnRGDPt-1  = The natural log of real GDP at time t-1.
lnRMTt-1  = The natural log of remittance inflow at time t-1.
εt   = Error term.
 The ARDL model for estimating long-run coefficient can be specified as follows:

ln(NEPSE)t=β0+ β1 ln(M2)t+ β2 ln(IR) + β3ln(RGDP)t + β4ln(RMT)t +  εt  …(5)

 Moreover, the ECM in the ARDL approach to co-integration, the lagged error correc-
tion term is generated out of the long-run coefficients to replace a linear combination of the 
lagged variables, and the model is re-estimated at the optimum lags selected by using model 
selection criterion (Bahamani & Ardalani, 2006). The ECM for estimating short-run coeffi-
cient and error correction term is presented as follows:

Δln(NEPSE)t=∝ + δ_j Δln(M2)t-j+ λ_k Δln(IR)t-k+ θ_lΔln(RGDP)t-l + μ_mΔln(RMT)t-m + 

γECTt−1+ εt            …(6)
 In equation (6), ∝ , δ_j, λ_k, θ_l, μ_m, and γ are coefficients to be estimated. Others 
are described hereunder.
ΔlnNEPSEt  = Lagged change in the natural log of the Nepal Stock Exchange index.
ΔlnM2 t-j  = Lagged change in the natural log of money supply at time t-j.
ΔlnIRt-k = Lagged change in the natural log of interest rates at time t-k.
ΔlnRGDPt-l  = Lagged change in the natural log of real GDP at time t-l.
ΔlnRMTt-m = Lagged change in the natural log of remittance inflow at time t-m.
ECTt−1  =Error correction term lagged by one period.
εt   = Error term.
 Finally, the ARDL model tries to find the best linear unbiased estimator (BLUE) and 
thereby diagnostic tests need to be conducted. In this, regard, the researcher has also gone 

through such tests. Therefore, diagnostic test, such as Ramsey Regression Equation Specifica-
tion Error Test (RESET) test, is a general specification test for the linear regression model, LM 
Test for Serial Correlation, Test for Heteroscedasticity, J-B test for the normality of the residu-
als and CUSUM and CUSUMSQ test for the stability are conducted and reported.

Results and Discussion

 The estimated results presented in Tables 2 to Table 9 present results of data analysis. 
The analysis results are given and discussed subsequently.

Descriptive Statistics

 Table 2 shows descriptive statistics for included variables for the analysis from 1994 to 
2023. The acronym lnNEPSE denotes NEPSE index in log form. Its mean and median are 
6.4959, and 6.5278 respectively, indicating slight symmetry. Likewise, the skewness is 0.094 
(near 0, suggesting symmetry), kurtosis is1.745 (below 3, implying a flat distribution), and 
Jarque-Bera (JB) Probability is 0.4326, indicating the data follows a normal distribution. 
Another, acronyms lnM2 denotes Money Supply in log form. Its mean and median are 
11.44612 and 11.43098, suggesting symmetry. The skewness is 0.0768 (near 0, indicating 
symmetry). The kurtosis is 1.62399 (less than 3, flat distribution) and JB Probability is 0.3684, 
supporting normality. Another acronym lnIR denotes interest Rate in log form. Its mean and 
median are 0.7067 and 1.0919 in which mean is less than median, indicating potential left 
skewness. Another parameter, skewness is -0.6987 (negative, suggesting left-skewed distribu-
tion). Likewise, kurtosis is 2.5390 (below 3, moderately flat). Finally, JB Probability: 0.3237, 
indicating approximate normality. The acronym lnRGDP denotes Real GDP in log form. Its 
mean and median are 11.5852, and 12.0028, here mean is less than median, suggesting slight 
left skewness. The skewness for this is −0.1851 (near 0, weakly left-skewed). The kurtosis is 
1.1759 (far below 3, flat distribution). JB Probability is 0.1646, borderline normality. Finally, 
the acronym lnRMT denotes remittance in log form. Its mean and median are 10.1604 and 
10.490, here mean is less than median, indicating potential left skewness. The skewness, 
kurtosis and JB Probability are -0.5734(moderate left skewness), 2.2507(below 3, flat distribu-
tion), and 0.3763 (moderate left skewness) respectively.

Table 2 

Descriptive Statistics
Parameters lnNEPSE lnM2  lnIR  lnRGDP lnRMT
 Mean  6.4959  11.4461 0.7067  11.5852 10.1604
 Median 6.5278  11.4310 1.0919  12.0028 10.4900
 Maximum 7.9667  13.3262 2.1066  12.4604 11.7122
 Minimum 5.3223  9.6343  -1.8326  10.6109 7.1438
 Std. Dev. 0.8044  1.2036  1.0415  0.7671  1.2866
 Skewness 0.0944  0.0770  -0.6987  -0.1851  -0.5734
 Kurtosis 1.7457  1.6240  2.5390  1.1759  2.2507
 Jarque-Bera 1.6758  1.9970  2.2557  3.6088  1.9549
 Probability 0.4326  0.3684  0.3237  0.1646  0.3763

Note. This table demonstrates the descriptive statistic result as for the variables computed by 
the author based on the data of respective variables from 1994-2023. 
The descriptive statistics shows that most variables exhibit approximate normality, with some 
left-skewed or flat distributions. 

Unit Root Test Result

 Augmented Dicky Fuller (ADF) test result and Phillip-Perron (PP) test result is sum-
marized subsequently. The ADF test evaluates the stationarity of variables by testing for unit 
roots at levels and at the first differences. The Table 3 results show that lnNEPSEt and ln IRt 
are stationary at levels I(0) and I(1) both. But, lnM2t, lnRGDPt, and lnRMTt are stationary 
only after the first difference I(1) and non-stationary at levels. These results clearly indicate 
that the variables are integrated at level, I(0) and after first difference I(1). Similarly, Phil-
lip-Perron test result also shows a variable interest rate which is stationary at level I(0) and 
after first difference I(1) both. Reaming other variables are stationary only after first difference 
I(1)(Table 3). These results are crucial for selecting the ARDL model as an appropriate econo-
metric approach for co-integration analysis and examining the relationships among these 
variables. 

Table 3
Summary of Unit Root Test Result

Note. This table demonstrates the Augmented Dickey Fuller test result as computed by the 
author based on the data of respective variables from 1994-2023. The symbol ** and *** 
implies statistical significance at 5 percent and 1 percent respectively.

Lag length Selection 

 In time series analysis, the optimal lag selection is very crucial and quite sensitive in 
the case of time series analysis. The VAR Lag Order Selection Criteria are given in Table 4. 
The study uses criteria like LR, FPE, AIC, SC, and HQ to identify the optimal lag length for a 

Figure 2

Percentage of Security of Using QR Code
 

 Figure 2 indicates that 71.2% of respondents believed QR codes to be secure, 1.9% felt 
insecure, and 26.9% were unsure whether to utilize secure or insecure codes.

Figure 3 

Percentage of Trustworthiness of Using QR Code

 

 Figure 3 shows that 74% of participants fully trusted QR codes, while 2% did not. 24%, 
however, were not clear if they should be trusted or mistrusted when using QR codes. 
Cross-tabulation analysis was then performed according to monthly QR Code usage, and demo-

Conclusion

 The report offers a thorough grasp of how QR codes are being adopted and used in 
various regions for various purposes in the Nepalese context. The study concludes that the 
majority of Nepalese consumers use QR codes for financial transactions. The study's participants 
reported feeling secure when using QR codes. Although there have been improvements, the 
study also finds enduring security and trust issues that could prevent QR codes from being 
widely used if left unchecked. They are more comfortable using it in a variety of industries, 
including banking, education, travel and tourism, marketing, hotels and restaurants, and health.
The Pearson Chi-square and cross-tabulation also stated that there was a significant correlation 
between the monthly use of QR code mobile payments and gender, age, occupation, province, 
and education. This indicated some variation in the monthly proportion of mobile payments 
using QR codes by province, gender, age, occupation, and level of education. 
The study comes to the conclusion that although QR codes have the potential to completely 
transform payment systems in developing nations, it will take focused efforts to maintain securi-
ty, foster trust, and improve user education in several areas before they can be widely adopted 
and grow sustainably. So, the study is intriguing since it concentrates on a developing country 
and provides valuable perspectives for similar economies directing the transition to digital 
payment methods. 

Limitations and Future Implications

 The sample size for this study was small, and it only represents a portion of Nepal’s 
population. The results show the realities of growing markets with a young population and a 
relatively sensitive QR code, even though they might not apply to Nepali people. Thus, a larger 
sample size for this research could be more broadly applicable to the investigation of QR codes 
in Nepal.
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graphic status such as gender, age, occupation, province, and education. 

Cross-Tabulation Analysis

 Cross tabulation is a quantitative research technique used to examine the relationship 
between two or more variables. Furthermore, this study used chi-square tests to investigate 
differences in the distribution of categorical responses between groups (Black, 2010). The 
chi-square test was used to identify whether gender, age, province, education, and job status 
affected the monthly frequency of using QR code mobile payments. In the table below, several 
updated UTAUT viewpoint variables are descriptively analyzed. 

Table 1

Cross-tabulation between Gender and QR Code Usage Per Month

 The majority of people use quick response (QR) codes for mobile payments 10–20 times 
a month, as shown in Table 1. This also explains the 10–20 times per month that both men and  
women use QR code mobile payments. 

 In contrast, 18.40% of women use it 10–20 times per month, while 24% of men use it 
more than 40 times. Thus, men and women alike showed interest in utilizing the QR code 
service. P = 0.000, the Pearson Chi-square value of 30.559, was below the significance level of 
0.01 (1%). 
 Therefore, there was a significant correlation between monthly QR code mobile payment 
usage and gender. This indicated some variation in the monthly proportion of mobile payments 

using QR codes by gender.

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

Table 2

Cross-tabulation between Age and QR Code Usage Per Month

     Note. 

 Table 2 shows that 10 to 20 times a month, most age groups use quick response (QR) 
codes to conduct mobile payments. People of all ages utilize QR code mobile payments 10–20 
times a month, which is also explained by this. But 22% of people in the 20–24 age group and 
21.4% of people in the 25–29 age group use it more than 40 times a month, compared to 34.6% 
of people in the 30–34 age group, 44.4% of people in the 45–50 age group, and 33.3% of those 
over 50 who use it less than ten times.

 The result was a desire to use the QR code service across all age groups. The chi-squared 
Pearson value of 36.505, P = 0.006, fell below the 0.05 (5%) significance level. The monthly 
utilization of QR code mobile payments was thus significantly correlated with age group. This 
indicated some variance in the proportion of each age group using QR codes for mobile 
payments each month.

 Table 3 shows that, with the exception of Karnali and Sudurpaschim, most people in all 
provinces use quick response (QR) codes to make mobile payments 10–20 times a month. 
This also explains why 50% of Karnali residents and 75% of Sudurpaschim use it more than 40 
times a month, compared to 45.70% of Koshi residents, 52.80% of Madhesh residents, 76.90% 
of Gandaki residents, and 64.30% of Lumbini Province residents. Accordingly, all provinces' 
respondents said they would like to employ the QR code service. 

Table 3

Cross-tabulation between Provinces and QR Code Usage Per Month

    Note.

 The chi-squared Pearson value of 57.624, P = 0.000, was below the 1% cutoff of 0.01. 
Therefore, there was a high correlation between the province and the monthly use of mobile QR 
code payments. The percentage of monthly mobile payments using QR codes therefore differed 
from province to province.  

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 

that the percentage of monthly QR code mobile payment usage varied by education level.

Table 4

Cross-tabulation between Education and QR Code Usage Per Month

        Note. 

 Table 4 shows that with the exception of SLC/SEE, most people at all educational levels 
use rapid response (QR) codes between 10 and 20 times a month, which also explains why 100% 
of SLC/SEE-educated people use the QR code service less than ten times a month. The Pearson 
Chi-square score was 27.714 (P = 0.023), which was below the 5% threshold. There was a strong 
correlation between educational status and monthly QR code mobile payment usage, meaning 
that the percentage of monthly QR code mobile payment usage varied by education level.

 Table 5 shows that except for self-employed and retired individuals, most people across 
all job levels use quick response (QR) codes to make 10 to 20 mobile payments each month. 
This also explains why 57.10% of independent contractors and 42.90% of retirees use it less 
frequently than ten times a month. Respondents from various educational backgrounds thus 
wished to utilize the QR code service. 

Table 5 

Cross-tabulation between Employment and QR Code Usage Per Month

    Note. 

 

 The Pearson Chi-square value was below the 5% cutoff at 26.548 (P = 0.033). Monthly 
utilization of mobile payments using QR codes was strongly correlated with educational status. 
Accordingly, the percentage of monthly mobile payments using QR codes varied by educational 
attainment. 

Discussion

 The importance of security and trust has been highlighted by the study on the adoption of 
QR code applications. The majority of respondents utilized QR codes in the banking sector, 
followed by the education sector, the hotel business, the health sector, and other industries like 
marketing, tracking, travel and tour, and shopping (Kim & Yoon, 2014; Ozkaya et al., 2015). 
According to this research work the proportion of monthly mobile payments made via QR codes 
varied somewhat by gender and age. Therefore, each province had a different percentage of 
monthly mobile payments made with QR codes. The use of QR codes for mobile payments each 
month was highly associated with educational attainment (Luitel, 2023; Mookerjee et al., 2022). 
The report also indicated that most respondents viewed QR codes to be secure and trusted 
(Gautam & Sah, 2023; Luitel, 2023).

 MONEY IS REGARDED as the center of macroeconomics 
and understanding the effect of the money supply is critical for macro-
economc theory (John & Ezeabasili, 2020; Palley, 2015). The impact 

Results and Discussion 

Respondents Status  

 The demographic statuses of the respondents were discussed in terms of sex, age group, 
provincial areas, professional status, and academic level. Most respondents were male, 58.2%, 
and the remaining were females. According to age group, most respondents were 20 to 24 at 
52.7%, 25 to 29 at 12.7%, and 30 to 34 with 11.8% of Bagmati at 49.1%, Madhesh with 19.1%, 
and 10.9% of Gandaki and remaining from other provinces. 

 Most respondents were bachelor's degree holders, with 69.7%, and master's degree 
holders, with 14.9%. It also shows that 8.7% of the total respondents were higher secondary 
level, and 2.4% were PhD. Degree and MPhil Degree educated. The majority of respondents 
were students, followed by employees; 10.1% were self-employed, 5.8% were housekeepers, 
3.4% were retired, and 2.4% were jobless.

QR Code Using Status  

 The following analysis illustrates the areas where QR is most commonly used, and the 
consumers' perceptions of security and trust in QR services to comprehend usage trends.

Figure 1

Percentage of Area Using QR Code

 

 Figure 1 shows that most of the respondents 35% used QR codes in financial sectors, 
26% in education areas, 12% in the hotel industry, and 10% in health and other sectors such as 
travel and tour, shopping, marketing, tracking, and so on. Thus, the research on QR codes 
revealed that most of Nepalese people utilized QR codes for financial areas for financial transac-
tions.

model. The majority of the criteria have been recommended for Lag 1, as it captures model 
dynamics effectively and maintains accuracy. In other words, this lag length allows for a 
comprehensive model improving forecast with accuracy and robustness.
Table 4 
Selection of Optimum lag 
 Lag LogL  LR  FPE  AIC  SC  HQ
0 -69.6404 NA    0.0003   6.2200   6.4654   6.2851
1  37.7375 161.0670*   3.81e-07*  -0.6448*   0.8277*        -0.2541*

Note. This table demonstrates the test result as computed by the author based on the data of 
respective variables from 1994-2023. 
 F-Bound testing 
 The ARDL bounds test is a statistical method used to determine the long-run relation-
ship among variables included in the model. Evidently, the F-statistic value is 5.063 and it is 
above the upper bound at all levels of significance (1 %, 5 %, and 10 %). Since 5.063 > 4.37 
(the highest critical value for I(1) bond at 1 percent, we can reject the null hypothesis at the 1 
percent level and conclude that there exists a statistically significant long-run relationship 
between the outcome variable and the predictors included in the ARDL model(Table 5). 
Table 5
F-Bound Test Result
Null Hypothesis: There is no long-run relationship
Test Statistics  Values  K(Explanatory Variables
F-Statistics  5.063  4
Critical Value Bonds
Level of significance I(0) Bonds I(1) Bonds
10 percent  2.2  3.09
5 percent  2.56  3.49
1 percent  3.29  4.37
Note. This Table shows the F-bound test for co-integration results as computed by the author 
based on the data used for the variables spanning from 1994-2023.
Granger Causality Test Result

 The Granger causality test is a statistical hypothesis test used to determine whether 
one-time series data can predict other data belonging to certain variables included in the time 
series model. It was developed by Granger (1969) and evaluates the causal relationship 
between two variables in the sense of temporal precedence. Therefore, the result of Granger 
causality is summarized as follows:
Table 6
Granger Causality Test Result

Note. This Table shows the Granger causality test result as computed by the author based on 
the data used for the variables spanning from 1994-2023.
  In summary, broad Money Supply Granger-causes the NEPSE index, indicating that 
liquidity significantly impacts stock market performance. Likewise, real GDP Granger-causes 
the NEPSE index. But, there is weak evidence that the NEPSE index may also Granger-cause 
GDP. Interest Rate and Remittance Inflows show no Granger causality with the NEPSE index 
in either direction.
Estimated Long Run Coefficients
 Table 7 below shows the estimated long-run coefficients of the ARDL model and 
provides valuable insights into the relationships between the outcome variable NEPSE index 
and the independent and control variables included in the model. 
Table 7
Estimated Long Run Coefficients using the ARDL Approach
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variables Coefficient(Standard error) t-Statistic P. Value
lnM2  1.287***(0.364)  3.539  0.003
ln IR  -0.242*(0.135)   -1.797  0.093
lnRGDP 1.387***(0.419)  3.307  0.005
lnRMT  0.170(0.381)   0.446  0.662
C  5.783**(2.232)   2.591  0.021

Note. This table demonstrates estimated long-run coefficients using the ARDL approach as 
computed by the author based on the data used for the variables and the symbols *** ' ** and 
*indicate the significance of coefficients at 1 percent 5 percent and 10 percent level.
 Table 7 result reveals that the coefficient of broad money supply (M2) is 1.287 
(P<0.01). It implies a 1 percent increase in broad money supply is associated with a 1.287 
percent increase in the NEPSE index in the long run. It indicates that increased money supply 
may enhance liquidity in the economy, encouraging investment in the stock market and 
driving up NEPSE index. Similarly, the coefficient of interest rate(IR) is -0.242 (P<0.10) 
indicating a 1 percent increase in interest rates leads to a 0.242 percent decrease in the NEPSE 
index in the long run. This can be inferred as higher interest rates increase the cost of borrow-
ing and reduce corporate profits, making equities less attractive relative to other fixed-income 
securities. The coefficient of real GDP is 1.387 (P<0.01). This implies a 1 percent increase in 
real GDP causes an increase in NEPSE index by 1.387 percent in the long run. Its economic 
interpretation can be higher GDP growth reflects improved economic activity, boosting 
corporate earnings and investor confidence, which positively impacts stock prices. Moreover, 
the coefficient of remittance Inflows 0.170 (not significant, P=0.662). The coefficient is 
positive but statistically insignificant, indicating no clear long-run relationship between remit-
tance inflows in Nepal and the NEPSE index. It can be inferred that remittance is predominant 
used in consumption or real estate investment but not invested stocks. The estimated coeffi-
cient for constant is 5.783 (P <0.05). This reflects the inherent factors influencing the NEPSE 
index that are yet to include as the explanatory variables.
Estimated Short-Run Coefficients  
 The ECM term, also known as the error correction term ECT (-1), is a key component 
in the Error Correction Model (ECM) estimated output. Moreover, the highly significant error 
correction term (ECT) indicates that the long-run equilibrium is corrected very quickly, 
reflecting a strong and stable long-run relationship among the variables included.
Table 8
Error Correction Model
Dependent Variables: NEPSE
Selected Model: ARDL (1,1,1,0,1)
Variable Coefficient (Standard error) t-Statistic P-Value
ΔlnM2  0.842**(0.314)   2.683  0.018
ΔlnIR  -0.198(0.121)   -1.636  0.112
ΔlnRGDP 0.954***(0.312)  3.059  0.007
ΔlnRMT 0.051(0.158)   0.322  0.750
ECT(-1) -0.653***(0.147)  -4.443  0.001
Note. This table demonstrates estimated short-run coefficients using the ECM approach as 
computed by the author based on the data for the variable spanning 1994-2023 of Nepal and 
the symbols *** ' ** and *indicate the significance of coefficients at 1 percent 5 percent and 
10 percent level. 

 Table 8 shows the error correction term (ECT) coefficient value as -0.653 suggesting a 
rapid adjustment process in response to shocks, indicating that deviations from the long-run 
equilibrium are quickly corrected back. Essentially, the short-run dynamics reveal that the 
ECT is negative and highly significant (-0.653, P<0.01), indicating that approximately 65 
percent of deviations from the long-run equilibrium are corrected in the subsequent period. In 
other words, any short-term fluctuations in economic growth caused by any changes the 
money supply, interest rate, real GDP growth, and remittance inflow will not persist, as the 
model tends to correct the disequilibrium rapidly. Moreover, in short, only the variables broad 
money supply(M2), and real GDP(RGDP) are statistically significant. But, interest rate (IR), 
and remittance inflow (RMT) are not significant. Furthermore, the values of R-squared and 
Adjusted R-squared are 0.697 and 0.652, implying that the model explains about 69.7 percent 
of the variation in NEPSE index, with an adjusted value of 65.2 percent, indicating robustness 
of the model. Moreover, Durbin-Watson Statistic value is 2.42 which is close to 2, reflecting 
no serious autocorrelation issues in the residuals of the estimated model.
Diagnostic Test of the ARDL Model 
 Table 9 demonstrates diagnostic test result such as the RESET (Regression Specifica-
tion Error Test) is used to check for specification errors in a regression model, the Breus-
ch-Godfrey serial correlation LM Test is used to detect the serial correlation (autocorrelation) 
in the residuals of a regression, the Breusch-Pagan-Godfrey test is used to detect heteroskedas-
ticity in the residuals of a regression model and Jacque-Berra Test for normality test result.
Table 9
 RESET Test Result
RESET Test Result 
   Value   df   Probability
t-statistic  1.401521  35   0.1699
F-statistic  1.964261  (1, 35)   0.1699
Breusch-Godfrey serial correlation LM Test result
   Value   df   Probability
F-statistic  1.4406       Prob. F(2,13)  0.2722
Obs*R-squared 4.3541     Prob.   Chi-Square(2)  0.1134
Heteroskedasticity Test: Breusch-Pagan-Godfrey
   Value   df   Probability
F-statistic  1.2071       Prob. F(8,15)  0.3581
Obs*R-squared  9.3999       Prob. Chi-Square(8) 0.3097
Normality Test Result
Jarque-Bera statistic 0.6667   p-value   0.7165

Note. This table demonstrates diagnostic test result as computed by the author based on the 
data for the variable spanning 1994 -2024 of Nepal.
 In the Regression Specification Error Test (RESET) result, the t-statistic value is 
0.9641 with a p-value of 0.3513 which is greater than the common significance levels (0.01, 
0.05, 0.10). In this case, the p-value of 0.3513 is greater than 0.05. Hence, there is no evidence 
of the omitted variables and wrong functional form (Table 9). Regarding, the serial correlation 

LM test, the F-statistic value is 1.4406 with a p-value (Prob. F) of 0.2722. Here, the p-value of 
0.2722 is much greater than 0.05. This suggests that there is no significant evidence of serial 
correlation in the residuals. Similarly, regarding the heteroscedasticity test, the F-statistic value 
is 1.2071 with a p-value (Prob. F) of 0.3581. Here, the p-value of 0.0.3581 is much greater 
than 0.05. Hence, the Breusch-Pagan-Godfrey test results suggest that there is no significant 
evidence of heteroskedasticity in the residuals. This indicates that the variance of the residuals 
is constant across observations, meaning the model does not suffer from the heteroskedasticity 
issues based on this test (Table 9). Finally, the Jarque-Bera statistic is 0.6667 with a p-value of 
0.7165. Evidently, the p-value greater than 0.05 indicates that the residuals are normally 
distributed. Therefore, we can conclude that the residuals of the ARDL model are approxi-
mately normally distributed based on this test (Table 9). 

Stability Test Result

 The plot of cumulative sum of recursive estimate residuals line remains within the 5 
percent significance level critical bounds throughout the sample period from 1994 to 2023. 
This indicates that there are no significant deviations in the cumulative sum of the residuals 
that would suggest instability. Similarly, the cumulative sum of the squares line also remains 
within the 5 percent significance level critical bounds throughout the sample period. This 
indicates that there are no significant deviations in the cumulative sum of the squared residuals 
that would suggest instability in the variance of the residuals. Therefore, we can conclude that 
the variance of the residuals is stable over the period from 1994 to 2023 and there is no 
evidence of changes in volatility or variance instability in the ARDL model (Figure 1).

Figure 1

CUSUM Sum and SUSUM Sum of Square Recursive Residuals

   

Discussion
 The findings revealed unidirectional causality from broad money supply to NEPSE 
index, this result is aligned with the studies such as Brahmasrene and Jiranyakul (2007), 
Olulu-Briggs and Ogbulu (2015), but contrasting with the findings of Taamouti (2015) as it 
could not find any causality between them. Conversely, the studies such as Al-Kandari and 
Abul (2019), John & Ezeabasili (2020) found causality from the stock index to money supply. 
Likewise, the current study found by-directional causality between real GDP and NEPSE 
index and unidirectional causality from remittance flow to NEPSE index, but the absence of 

causality between interest rate and NEPSE index. The estimated long-run coefficients (Table 
7) provide critical insights into the factors influencing the NEPSE index. Moreover, broad 
money supply exhibits a long-run and positive and highly significant relationship with the 
NEPSE index, with a coefficient of 1.287 (P<0.01). This suggests that a 1 percent increase in 
the money supply leads to a 1.287 percent rise in the NEPSE index, this is likely due to 
enhanced liquidity in the economy, which fosters investment in the capital market. The result 
is aligned with the findings of John & Ezeabasili (2020). But, this result contrasts with Ahmad 
et al. (2015), which showed negative effect on the same. The interest rate (IR) is negatively 
related to the NEPSE index, with a coefficient of -0.242 (P<0.10). This indicates that a 1 
percent rise in interest rates reduces the NEPSE index by 0.242 percent. It may suggest that 
higher interest rates increase borrowing costs and reduce corporate profitability, making 
equities less attractive relative to fixed-income securities. Both of these results align with 
previous studies such as Ndlovu et al. (2018), Khan & Khan (2018), Shawtari et al. (2016), 
Shrestha & Subedi, (2014) and Sahu et al. (2011). But, this result contrasts with the study of 
Ahmad et al. (2015), which could not find a statistically significant effect of interest rates on a 
stock market index.
 Moreover, real GDP positively impacts the NEPSE index, with a significant coeffi-
cient of 1.387 (P<0.01). This implies that a 1 percent increase in GDP boosts the NEPSE index 
by 1.387 percent. It is so because economic growth enhances corporate earnings and investor 
confidence, leading to increased stock prices. The finding, as positive but statistically insignifi-
cant coefficient of remittance inflow, is 0.170 (P=0.662), and it indicates no clear long-run 
relationship with the NEPSE index. This suggests that remittances inflow amount in Nepal 
have been predominantly used for consumption or real estate investment rather than stock 
market investment, as the study found by Subedi (2016), the substantial proportion of remit-
tance amount is used for land purchases and real estate. The error correction model (Table 8) 
demonstrates the short-run dynamics. Similarly, the result reveals that  broad money supply 
and real GDP have positive and significant effects on the NEPSE index in the short-run. The 
error correction term is negative and highly significant with coefficient value as −0.653 
(P<0.01), indicating that 65.3 percent of deviations from the long-run equilibrium are correct-
ed within one period, reflecting a stable and rapid adjustment process. These results highlight 
the critical roles of liquidity, economic growth, and interest rates in shaping Nepal’s stock 
market dynamics while underscoring the limited influence of remittances in this context.

Conclusion and Policy Implications
 This study explored the influence of money supply and other macroeconomic variables 
on stock market performance in Nepal, with a focus on understanding their roles in shaping 
market dynamics. The findings indicate that the money supply has a significant positive 
impact on the NEPSE index, both in the long run and short run. But, the interest rate has a 
negative and significant impact in the long-run but it is insignificant in the short-run. This 
underscores the role of increased liquidity in driving stock market performance, as higher 
money supply facilitates investment in financial markets. The adjustment process to long-run 
equilibrium was stable and rapid, with deviations corrected by 65.3 percent in each period. 
Moreover, real GDP plays a crucial role in driving stock market performance, with a positive 

and significant relationship in both the short and long run. This finding reflects the close 
association between economic growth, corporate earnings, and investor confidence. Remit-
tance inflows, however, show no significant long-run relationship with the NEPSE index. 
Perhaps, it suggests that remittances are predominantly directed toward consumption or real 
estate rather than stock market investments. Overall, this study highlights the importance of 
macroeconomic stability, particularly in managing money supply and interest rates, to foster 
sustainable growth in Nepal’s stock market. It also provides critical insights for policymakers, 
investors, and stakeholders on the interplay between economic factors and stock market 
dynamics. 
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 This section contains the majority of studies from both domestic and foreign contexts. Since 
QR code technology is new, not much research has been done on it. Early studies on QR codes 
focused on using the technology in various contexts. However, many studies avoid employing QR 
codes in Nepal's provincial context. Thus, the goal of this study was to look into how QR codes are 
used in different provinces in Nepal. 

Methodology

 The research was based on a descriptive research design. A structured questionnaire was 
used to gather data from QR code users, who were frequently considered a sample for the study. The 
questionnaire was based on the users' demographic profiles and also considered questions about 
using QR services. 

 A structured questionnaire utilized for survey research was used to gather data from the 208 
respondents using purposive sample procedures (Cooper & Schindler, 2014; Greener, 2008). The 
study's population is split into seven province clusters using the cluster sampling probability sample 
technique: Koshi, Madhesh, Bagmati, Gandaki, Lumbini, Karnali, and Sudurpaschim.
The structured questionnaires were prepared to obtain demographic information regarding gender, 
age, occupation, education, province, areas, and purpose of using the QR code. It also focused on 
gathering information about QR code usage per month. Data were driven into SPSS software for 
analysis. Frequency and cross-tabulation were used to analyze the data. Bar diagrams and pie charts 
presented demographic information and summarized the results with several references on national 
and international context in the discussion section.  


