
businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-

ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
Funding: The author received faculty research grant from the School of Business, Pokhara Universi-
ty, Pokhara, Nepal for this work. Researcher is grateful to the School of Business, Pokhara Universi-
ty, Nepal, for providing research grant.
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 
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businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 



businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
Funding: The author received faculty research grant from the School of Business, Pokhara Universi-
ty, Pokhara, Nepal for this work. Researcher is grateful to the School of Business, Pokhara Universi-
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 
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businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 



businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
Funding: The author received faculty research grant from the School of Business, Pokhara Universi-
ty, Pokhara, Nepal for this work. Researcher is grateful to the School of Business, Pokhara Universi-
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 

Demographic variables No. of respondents Percentage 

Gender Male 125 59.6 

Female 86 40.4 

 
Banking experience 

3 to 5 years 126 59.2 

5 to 10 years 69 32.4 

Above 10 years 18 8.4 

 
Involvement  

Commercial banks 166 77.9 

Development banks 35 16.5 

Regulatory authority 12 5.6 

 
 

Education level 

Intermediate 4 1.9 
Bachelors 68 31.9 
Masters 135 63.4 

Above masters 6 2.8 

 
 

Designation 

Director 12 5.6 

Branch Manager 22 10.3 

Officer 75 35.3 
Non-Officer 104 48.8 

 
 

Specialization  
 

Finance 143 67.1 

HRM 8 3.8 

Marketing 24 11.3 

Others 38 17.8 

Total 213 100 

 



businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

Capital Expenditure Related Causes for Liquidity Crunch 

Capital Expenditure Related Factors Descriptive Statistics 

N Mean SD Decision 

The low capital expenditure of the government 
is a highly responsible factor for liquidity 
crunches in the banking sector. 

 

 

 

 

213 

3.88 0.971 High 
perception 

Liquidity crunch increases if the government 
does not spend its capital expenditure on time. 

3.76 1.058 High 
perception 

High capital expenditure ensures liquidity in the 
banking sector. 

3.56 0.982 Low 
perception 

An ineffective government monitoring system 
on capital spending increases the liquidity 
crunch in the economy. 

3.88 1.016 High 
perception 

Unnecessary hurdles in public procurement 
increase liquidity crunch in the economy. 

3.58 0.947 Low 
perception 

Note: Field survey 2023 and authors’ calculation. 

Weighted average: 18.66/5 = 3.73 

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 



businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

Trade Deficit Related Causes for Liquidity Crunch 

Trade Deficit Related Factors Descriptive Statistics 

N Mean SD Decision 

A trade deficit is a highly responsible factor for 
liquidity crunches in the banking sector. 
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3.97 1.01 High 
perception 

Liquidity crunch increases in the banking sector 
when the size of imports increases in the 
country. 

3.93 0.97 High 
perception 

Liquidity crunch increases in the banking sector 
when the size of exports decreases. 

3.62 1.11 Low 
perception 

Trade surplus ensures liquidity in the banking 
sector. 

3.68 1.01 Low 
perception 

The government's highly liberal policy (such as 
luxurious products and self-finance abroad 
study) has increased liquidity crunches. 

 3.75 1.02 Low 
perception 

Note: Field survey 2023 and authors’ calculation. 

Weighted average: 18.95/5 = 3.79 

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
Funding: The author received faculty research grant from the School of Business, Pokhara Universi-
ty, Pokhara, Nepal for this work. Researcher is grateful to the School of Business, Pokhara Universi-
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 



businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

Deposit Rate Related Causes for Liquidity Crunch 

Deposit Rate Related Factors 

Descriptive Statistics 

N Mean SD Decision 

A low deposit ratio is a highly responsible factor for 
liquidity crunches in the banking sector.  3.66 1.04 

High 
perception 

Liquidity crunch increases in the banking sector when 
there is poor financial inclusion.  3.77 0.93 

High 
perception 

Poor financial literacy reduces the low deposit ratio 
and increases liquidity crunches. 213 3.66 0.99 

High 
perception 

A low saving rate decreases the deposit ratio and 
increases the liquidity crunches in the banking sector.  3.47 1.04 

Low 
perception 

Liquidity crunch increases when there is a more 
significant influence on the informal economy.  3.42 0.95 

Low 
perception 

Note: Field survey 2023 and authors’ calculation. 

Weighted average: 17.98/5 = 3.60 

Investment Related Causes for Liquidity Crunch 

Investment Related Factors Descriptive Statistics 

N Mean SD Decision 

Unproductive investment is a highly responsible factor for 
liquidity crunches in the banking sector. 

 4.09 0.91 High 
perception 

The excessive consumption of luxurious goods (such as 
gold and silver) increases liquidity crunches. 

 3.79 1.06 Low 
perception 

 

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 



businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

Investment in real estate increases liquidity crunches in the 
banking sector. 

213 3.66 1.17 Low 
perception 

The country's lack of a good business environment is the 
reason behind the liquidity crunch. 

 3.88 1.07 High 
perception 

Unstable government policy on investment increases 
liquidity crunches in the banking sector. 

  4.00 1.05 High 
perception 

Note: Field survey 2023 and authors’ calculation. 

Weighted average: 19.42/5 = 3.88 

 Remittance Related Causes for Liquidity Crunch 

Remittance Related Factors Descriptive Statistics 
N Mean SD Decision 

A low remittance rate is a highly responsible factor for 
liquidity crunches in the banking sector. 

 

 

 

213 

3.63 1.01 Low 
perception 

Increased remittance in the economy ensures liquidity in 
the banking sector. 

3.92 0.98 High 
perception 

The informal way of sending remittances increases 
liquidity crunches in the banking sector. 

3.55 1.11 Low 
perception 

The liquidity crunch increases when remittances are used 
to import luxury goods or to invest in the unproductive 
sector. 

3.76 1.02 High 
perception 

Liquidity crunch increases when there is poor financial 
education for migrant workers regarding the effective 
utilization of remittance. 

3.62 1.00 Low 
perception 

Note: Field survey 2023 and authors’ calculation. 

Weighted average: 18.48/5 = 3.70 

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
Funding: The author received faculty research grant from the School of Business, Pokhara Universi-
ty, Pokhara, Nepal for this work. Researcher is grateful to the School of Business, Pokhara Universi-
ty, Nepal, for providing research grant.
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 



businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

Bank Lending Related Causes for Liquidity Crunch 

Bank Lending Related Factors Descriptive Statistics 

N Mean SD Decision 

Bank lending policy is a highly responsible factor for 
liquidity crunches in the banking sector. 

 3.48 1.06 Low 
perception 

Excessive lending in unproductive sectors is a significant 
reason for the liquidity crunch. 

 3.87 0.97 High 
perception 

Bank lending policy on the economy's priority and 
productive sectors helps minimize the liquidity crunches. 

213 3.82 0.99 High 
perception 

The main reason for the liquidity crunch is the lack of 
deposits compared to loans. 

 3.78 0.98 High 
perception 

The liquidity problem increases when BFIs adopt an 
unstable and poor lending policy. 

 3.81 0.94 High 
perception 

Note: Field survey 2023 and authors’ calculation. 

Weighted average: 18.76/5 = 3.75 

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 



businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 
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stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

Monetary Policy Related Causes for Liquidity Crunch 

Monetary Policy Related Factors Descriptive Statistics 

N Mean SD Decision 

Monetary policy is a highly responsible factor for liquidity 
crunches in the banking sector. 

 3.76 1.03 High 
perception 

The poor monetary tools increase liquidity crunches.  3.82 0.90 High 
perception 

A higher interest (lending) rate increases the liquidity 
crunches in the banking sector. 

213 3.31 1.08 Low 
perception 

The ineffective role of regulatory authority increases 
liquidity crunches. 

 3.77 0.96 High 
perception 

The poor financial market increases liquidity crunches.   3.78 0.96 High 
perception 

Note: Field survey 2023 and authors’ calculation. 

Weighted average: 18.44/5 = 3.69 

Consequences of Liquidity Crunch 

  Descriptive Statistics 

 Consequences Related Factors  N Mean SD Decision 

Hampers the growth of business and industry.  4.16 0.98 High 
perception 

Discourages entrepreneurs because they are not 
getting loanable funds as and when required. 

 4.11 0.97 High 
perception 

Loss of public confidence in the formal financial 
institutions. 

 3.85 0.92 Low 
perception 

 

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
Funding: The author received faculty research grant from the School of Business, Pokhara Universi-
ty, Pokhara, Nepal for this work. Researcher is grateful to the School of Business, Pokhara Universi-
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 



businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 
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stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

Poor utilization of factors of production  3.90 0.87 Low 
perception 

The high unemployment rate in the country  3.92 0.95 High 
perception 

Greater influence of the informal economy 213  3.77 0.87 Low 
perception 

Increases high level of import and trade deficit.  3.74 1.00 Low 
perception 

Instability in the financial system  4.08 0.83 High 
perception 

Failure of the banks and regulatory institutions  3.62 1.04 Low 
perception 

Higher inflation rate  3.95 0.93 High 
perception 

Lack of investment environment.  4.04 0.94 High 
perception 

A low economic growth rate exists in the country.   3.92 0.93 High 
perception 

Note: Field survey 2023 and authors’ calculation. 

Weighted average: 47.06.44/5 = 3.92 

 Correlation among the Liquidity Crunch Variables 

Variables CE TD DR IP RE BLP MP CLC 

CE 1 
       TD 0.543** 1 

      DR 0.375** 0.528** 1 
     IP 0.438** 0.619** 0.555** 1 

    RI 0.369** 0.505** 0.451** 0.625** 1 
   BLP 0.341** 0.472** 0.501** 0.617** 0.542** 1 

  MP 0.366** 0.376** 0.462** 0.525** 0.508** 0.610** 1 
 LC 0.495** 0.506** 0.514** 0.587** 0.524** 0.614** 0.694** 1 

Note: Field survey 2023 and authors’ calculation. 

**Pearson Correlation is significant at the 0.01 level (2-tailed). 

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
Funding: The author received faculty research grant from the School of Business, Pokhara Universi-
ty, Pokhara, Nepal for this work. Researcher is grateful to the School of Business, Pokhara Universi-
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 



businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 
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trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

Regression Analysis for the Liquidity Crunches 

Variables Beta T-value P-value VIF Decision 

(Constant) 0.635 3.211 0.002 - - 

CE 0.155 3.219 0.001 1.496 Supported H1 

TD 0.054 1.076 0.283 2.071 Not supported H2 

DR 0.078 1.349 0.179 1.707 Not supported H3 

IP 0.074 1.304 0.194 2.455 Not supported H4 

RI 0.036 0.747 0.456 1.872 Not supported H5 

BLP 0.131 2.523 0.012 2.064 Supported H6 

MP 0.354 6.825 0.000 1.815 Supported H7 

R- Square 
Adjusted 
R-Square df  F-value P-value  

 

0.610 0.596  7, 204 45.516 0 Good model 

Note: Field survey 2023 and authors’ calculation. 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
Funding: The author received faculty research grant from the School of Business, Pokhara Universi-
ty, Pokhara, Nepal for this work. Researcher is grateful to the School of Business, Pokhara Universi-
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 



businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 
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trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
Funding: The author received faculty research grant from the School of Business, Pokhara Universi-
ty, Pokhara, Nepal for this work. Researcher is grateful to the School of Business, Pokhara Universi-
ty, Nepal, for providing research grant.
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 



businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

the stability of the banking industry (Baglioni, 2012; Chen, Lee, & Shen, 2022). There has been a 
lack of loanable funds in the Nepalese banking industry in the last few years (Lamichhane, 2022). 
It is often seen as the primary cause of the banking sector's repeated liquidity crises (Khiaonarong 
et al., 2023). As per the Economic Survey 2022-23 of Nepal, overall capital expenditure in fiscal 
year 2022-23 was 57.2% of the capital budget. The capital expenditure in the fiscal year 2021-22 
was 64.8% of the capital budget, and for the fiscal year 2020-21, it was hardly half (46.2%) of the 
capital budget at the federal level (MOF, 2023). Based on the above data, low capital expenditure 
has been a long-standing problem in the Nepalese economy.

 A sound and stable financial system facilitates the economic growth of the nation (Levine, 
1997; Paun et al., 2019). A strong financial institution promotes capital formation and encourages 
investment in productive businesses (Habibullah & Eng, 2006; Haini, 2020). The development of 
the financial sector has a significant impact on the economic growth of the nation through the 
mobilization of accumulated capital into productive sectors (Dhungana, 2014; Paun et al., 2019; 
Puatwoe & Piabuo, 2017). Economists have generally reached a consensus on the significant role 
of financial institutions in economic development (Alawi et al., 2022; Chinoda & Kapingura, 
2023; Dhungana, 2014; Ustarz & Fanta, 2021). Schumpeter (1934) concluded that the financial 
sector is an engine of economic growth by funding productive investment. 

 A modern and healthy financial system is required for accelerated economic growth to 
pool and utilize financial resources, reduce costs and risks, expand and diversify opportunities, 
enhance the efficiency of resources, promote productivity, and facilitate economic growth (Dhun-
gana, 2019; Hasan et al., 2009). Therefore, the financial system needs to be structured on the 
grounds of international norms and practices that help to develop a strong financial foundation in 
the country (Jeucken, 2001; Ozili, 2021). The financial and stable financial sector provides the 
foundations for economic stability and growth of the nation ( Kuznyetsova et al., 2022; Shawtari 
et al., 2023). Liquidity issues are frequently caused by flaws in fund management or bad economic 
situations, which result in erratic liquidity withdrawals by depositors (Arif & Nauman Anees, 
2012). Because banks issue liquid liabilities yet invest in illiquid assets, banks frequently discover 
liquidity mismatches between asset and liability sides that need to be balanced (Zhu, 2005). As a 
result, the bank's capacity to monitor and manage liquidity demand and supply is critical for 
maintaining banking operations (Bianchi & Bigio, 2022; Diamond & Rajan, 2005). If a bank fails 
to close the gap, it may face liquidity issues, as well as unwillingness exposures like high interest 
rate risk, large bank reserves or capital requirements, and a tarnished reputation (Davies, 2013; 
Ellis et al., 2022).
 
 Commercial banks are the most significant institutions for mobilizing savings and allocat-
ing financial resources (Bernard Azolibe, 2022; Dhungana, 2011; Quartey, 2008). They become 
an important economic growth and development phenomenon because of their many responsibili-
ties (Dhungana, 2014; Haapanen & Tapio, 2016). To do business securely, keep positive relation-
ships with stakeholders, and prevent liquidity issues, banks—as financial institutions—should 
appropriately manage the supply and demand of liquidity. Unpredictable liquidity withdrawals by 
depositors due to adverse economic conditions or shortcomings in fund management are the usual 
causes of liquidity issues (DeYoung & Jang, 2016; Rani, 2017). 

 Banking sectors are facing these problems due to the low capital expenditure of the 
government, trade deficit, low deposit ratio, and other factors. Entrepreneurs or business organiza-
tions are not getting loanable funds from banking institutions efficiently and adequately due to the 
problem of liquidity crunch. This research aims to examine the causes, consequences, and 
improvement of liquidity crunches in the context of the Nepalese banking industry.

Review of Literature

 Keynes developed the idea of liquidity preference from the standpoint of issues related to 
stores of value (Kregel, 1988; Wells, 1971). The price that balances the desire to hold wealth in 
the form of cash with the amount of accessible cash is first described as the rate of interest (Tobin, 
1965). Following a brief explanation, he defines the "schedule of liquidity-preference" as a smooth 
curve that shows the interest rate falling as the quantity of money increases and introduces transac-
tional, precautionary, and speculative reasons (Keynes, 2018). Thus, ‘managing money' and 
‘managing expectations’ are the two facets of Keynes's policy (Rivot, 2013).

 Regulatory and supervisory theory emphasizes the function of regulatory and supervisory 
organizations to prevent liquidity crises (VanHoose, 2007). It implies that sound regulation and 
supervision can assist in locating and reducing risks that cause liquidity issues in financial organi-
zations (Brownbridge & Kirkpatrick, 2000; Ruozi & Ferrari, 2013). The key objectives of finan-
cial regulation are (1) to safeguard customers or investors; (2) to ensure the financial stability and 
solvency of financial institutions; (3) to promote fairness, efficiency, and transparency in the 
securities markets; and (4) to support a sound financial system. Consumer protection, financial 
system stability, and efficiency maximization are the three primary reasons financial institutions 
must be regulated (Botha & Makina, 2011; Buttigieg et al., 2020; Goodhart, 1989).

 The microeconomic roots of bank runs must be explained. There are two main points of 
view. Diamond and Dybvig (1983), Cooper and Ross (1998), Chang and Velasco (2000, 2001), 
Park (1997), Jeitschko and Taylor (2001) are among the economists who believe that bank runs 
are self-fulfilling prophesies that are unrelated to the state of the real economy. The second point 
of view, as evidenced by empirical studies by Gorton (1988), Calomiris and Gorton (1991), 
Calomiris and Mason (2003), and recent theoretical work by Allen and Gale (1998), Zhu (2001), 
Goldstein and Pauzner (2005), sees bank runs as a phenomenon closely related to the state of the 
business cycle. The banking sector's liquidity problem results from certain banks' aggressive 
lending practices (Karim et al., 2021).

 Because banks play such a critical role in the transmission of monetary policy, the avail-
ability of liquidity, and intermediation, structural, legal, and regulatory changes have an impact on 
bank operations, efficiency, and competitiveness (Wang, 2003). The banking sector is the back-
bone of the financial system and plays an essential financial intermediary role. Rajan and Zingales 
(1998), Levine (1998), and Levine and Zervos (1998), among others, suggest that the well-being 
of the banking sector is positively related to economic growth.
 Many empirical findings reveal that liquidity, non-interest income, credit risk, and capital-
ization all positively and substantially influence bank performance (Abedifar et al., 2018;  Mehz-

abin et al., 2022). Regarding the influence of macroeconomic indicators on bank profitability, the 
findings reveal that economic growth has a positive and considerable impact (Klein & Weill, 2022). 
Islamic banks are suffering from a liquidity problem, which is having a severe effect on their perfor-
mance. While some banks are experiencing excess liquidity, others are experiencing a shortage, and 
in both cases, their profitability is significantly impacted (Islam & Amir, 2016).

 Mainali (2022) highlighted the key factors contributing to the liquidity crunch in the context 
of Nepal: Low deposits, increased lending, decline in the forex reserve, people investing in commod-
ities like gold and silver, low increasing rate of remittance, decrease in export, increase in imports, 
increased living standard of the people, which leads to excessive consumption of luxurious goods, 
investment in the unproductive sector, investment made in a foreign land, where people feel safe 
about their investment, illegal hundis of money to the foreign country, and political instability.

Figure 1
Conceptual Framework of Liquidity Crunches in the Banking Industry

 
 There is limited study on liquidity crunches in the banking industry, and no study has been 
found in the context of Nepal. Liquidity crunch issue is common in developing countries like Nepal. 
Developed countries are not facing the problem of liquidity crunches. This research is novel and 
expected to provide new literature on liquidity crunches in the banking sector.

Methodology

 This research is based on explanatory and descriptive research design to investigate the 
causes, consequences, and strategies for the improvement of liquidity crunches in the Nepalese 
banking industry with references to Pokhara Metropolitan City, Kaski, Nepal. The survey includes 
the opinion of the financial institutions, including commercial banks, development banks, and 
regulatory authorities. The population of the study is all the bankers/experts who have been involved 
in the banking sector for the last three or more years. Yamaro Yamane formula was used to calculate 
the sample size suggested by (Israel, 1992; Olayinka et al., 2013) and the desired sample size was 

found 231. However, seven forms were incomplete, and eleven respondents did not respond even if 
followed up for the response. As a result, the final sample size was 213 for this study. The non-prob-
ability sampling (convenience sampling) method was used. The primary data was collected 
through structured questionnaires from the banking professionals involved in the financial sectors 
for the last three or more years.

Results and Discussion

Demographic Profile of Respondents
 The demographic profile of respondents includes gender, banking experience, involve-
ment in banks, education level, designation, and specialization area of the respondents. 
The demographic profile of respondents has been presented in Table 1.
Table 1
Demographic profile

Note: Field survey 2023 and authors’ calculation. 

 Table 1 shows that the majority of the respondents are male (59.6%), with banking 
experience elow five years (59.2%), master-level education (63.4%), and finance specialization 
(67.1%). In terms of involvement in financial institutions, most respondents are involved in 
commercial banks (77.9%), and more than half of the total respondents (51.2%) are officers and 
above level.
Capital Expenditure and Liquidity Crunch

 One of the significant factors of the liquidity crunch is the capital expenditure of the 
government. Capital expenditure related causes for liquidity crunches have been presented in 
Table 2.

Table 2

 Table 2 shows that the majority of the respondents appeared to feel that the low capital 
expenditure of the government was a highly responsible factor for liquidity crunches in the bank-
ing sector. Likewise, most participants felt that liquidity crunch increased when the government 
did not spend its capital expenditure on time. They also perceived that an ineffective government 
monitoring system on capital spending increased the liquidity crunch in the economy. This study 
is consistent with increased bank panic when new loans for actual investments like working 
capital and capital exenditures decreased (Ivashina & Scharfstein, 2010). The performance of the 
borrowers is adversely affected by unfavorable capital shocks to banks. Businesses that mainly 
depended on banks for funding viewed a more significant reduction in capital spending (Chava & 

Purnanandam, 2011).

Trade Deficit and Liquidity Crunch

 The trade deficit is another factor that creates a liquidity crunch in the banking sector. 
Table 3 shows the trade deficit related causes for liquidity crunch.

Table 3

 Table 3 shows that the majority of the respondents expressed their opinion that a trade 
deficit is a highly responsible factor for liquidity crunches in the banking sector. Likewise, most 
participants felt that the banking sector's liquidity crunch increases when the size of imports 
increases in the country. This study is consistent with the fact that the trade deficit has been 
considered a factor in the liquidity problem ( Islam, 2020).

Deposit Rate and Liquidity Crunch

 The deposit rate is a responsible factor in liquidity crunch. The deposit rate related causes 
for liquidity crunch have been presented in Table 4.

Table 4

 Table 4 shows that the majority of the respondents appeared to feel that the liquidity 
crunch increases in the banking sector when there is poor financial inclusion. Likewise, a low 
deposit ratio is a highly responsible factor for liquidity crunches in the banking sector. They also 
perceived that poor financial literacy reduces the low deposit ratio and increases liquidity crunch-
es. This study is consistent with financial stability, which may be influenced by high and growing 
levels of financial inclusion. When there is economic instability, credit busts are less noticeable in 
nations with more inclusive banking systems (Ahamed & Mallick, 2019;  Neaime & Gaysset, 
2018). 

Investment Practices and Liquidity Crunch

 Investment practice is another factor that affects liquidity crunch. Table 5 shows the 
investment related causes for liquidity crunch. 
Table 5

  Table 5 shows that the majority of the respondents expressed their opinion that unproductive 
investment is a highly responsible factor for liquidity crunches in the banking sector. Likewise, 
most participants felt that unstable government policy on investment increases liquidity crunches 
in the banking sector. Also, they appeared to think that the country's lack of a good business 
environment is the reason behind the liquidity crunch. This study is consistent with a liquidity 
crunch leading to the collapse of asset prices, such as investment in real assets (Calvo, 2012).

Remittance Inflow and Liquidity Crunch

 Remittance inflow is a responsible factor in the liquidity crunch. The remittance related 
causes for liquidity crunch have been presented in Table 6.
Table 6

 Table 6 shows that the majority of the respondents appeared to feel that the increased 
remittance in the economy ensures liquidity in the banking sector. Likewise, most respondents felt 
that the liquidity crunch increases when remittances are used to import luxury goods or invest in 
the unproductive sector. This study is consistent with remittances from migrants helping the 

financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

Bank Lending and Liquidity Crunch

 Bank lending is another factor that affects the liquidity crunch. Table 7 shows the banking 
lending related causes for liquidity crunch.
Table 7

 Table 7 shows that the majority of the respondents expressed their opinion that excessive 
lending in unproductive sectors is a major reason for the liquidity crunch. Likewise, most of the 
participants felt that bank lending policy on priority and productive sectors of the economy helps 
to minimize liquidity crunches. Also, they appeared to feel that the liquidity problem increases 
when BFIs adopt an unstable and poor lending policy. The majority of respondents perceived that 
the main reason for the liquidity crunch is the lack of deposits compared to loans. This study is 
consistent with the banking sector's liquidity problem as a result of aggressive lending practices ( 
Karim et al., 2021). When making lending decisions, commercial banks should consider the 
nation's overall macroeconomic conditions, factors that impact GDP generally, and their liquidity 
ratio specifically (Timsina, 2014).

Monetary Policy and Liquidity Crunch

 Monetary policy is a responsible factor in the liquidity crunch. Monetary policy related 
causes for liquidity crunch have been presented in Table 8.

Table 8

 Table 8 shows that the majority of the respondents appeared to feel that the poor monetary 
tools increase liquidity crunches. Likewise, most of the respondents felt that the poor financial 
market increases liquidity crunches. Also, they perceived that the ineffective role of regulatory 
authority increases liquidity crunches. The majority of respondents felt that monetary policy is a 
highly responsible factor for liquidity crunches in the banking sector. This study is consistent with 
a decline in bank liquidity creation is strongly correlated with monetary policy tools ( Monnet & 
Vari, 2023; Pham et al., 2021).

Consequences of Liquidity Crunch

 The liquidity crunch affects the growth of business and industry, discourages investment 
and creates unemployment in the country. Table 9 shows the consequences of liquidity crunch. 
Table 9

 Table 9 shows that the majority of the respondents perceived that the liquidity crunch 
hampers the growth of business and industry, discourages entrepreneurs because they are not getting 
loanable funds as and when required, creates instability in the financial system, deteriorates the 
investment environment, creates high inflation and unemployment rate in the country, and a low 
economic growth rate exists in the country. This study is consistent with investment declines signifi-
cantly and persistently as a result of liquidity shock (Quint & Tristani, 2018).

Correlation among the Liquidity Crunch Variables

 The correlation between a dependent variable (LC) and independent variables (CE, TD, DR, 
IP, RI, BLP, and MP) has been presented. The correlation among the liquidity crunch variables has 
been shown in Table 10.
    Table 10

 Table 10 shows that among the dependent and independent variables, there is a moderate 
level (0.40 to 0.69) of positive significant correlation between liquidity crunches (LC) and monetary 
policy (MP), bank lending policy (BLP), investment practices (IP), remittance inflow (RI), deposit 
rate (DR), trade deficit (TD), and capital expenditure (CE) respectively. 

Regression Analysis for the Consequences of Liquidity Crunch

 The multiple regression model was applied to determine the impact of independent variables 
such as capital expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank 
lending policy, and monetary policy on the dependent variable – the consequences of liquidity 
crunch. The regression analysis for the liquidity crunch has been presented in Table 11.
Table 11

 The study reveals an R square value of 0.610, indicating that 61% of the variation in the 
liquidity crunches is explained by the variation in all the independent variables. To assess the 
presence and degree of multicollinearity in the regression model, the tolerance and variance inflation 
factor (VIF) was calculated. All the assumptions of linearity and normality were checked and 
validated. A multiple regression analysis was conducted to predict the liquidity crunch on capital 
expenditure, trade deficit, deposit rate, investment practices, remittance inflow, bank lending policy, 
and monetary policy. The following hypotheses show the outcome of regression:

H1 :  Government capital expenditure significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of government capital expenditure 

on liquidity crunches in the banking industry at a 0.01 level of significance. The study finds a 
significant impact of the liquidity shortage on the quality of capital investment decisions (Chava & 
Purnanandam, 2011; Hellowell & Vecchi, 2013). 

H2: Trade deficits significantly affect liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of trade deficit on liquidity crunch-
es in the banking industry at a 0.01 level of significance. However, the trade deficit has been consid-
ered a factor in the liquidity problem ( Islam, 2020). 

H3: The deposit rate significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of deposit rate on liquidity crunch-
es in the 
banking industry at a 0.01 level of significance. But when there is financial instability, credit busts 
are less noticeable in nations with more inclusive banking systems (Ahamed & Mallick, 2019). 

H4: Investment practices significantly affect the liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of investment practices on liquidity 
crunches in the banking industry at a 0.01 level of significance. However, liquidity crunch leads to 
the collapse of asset prices, such as investment in real assets (Calvo, 2012). 

H5: The remittance inflow significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows no significant impact of remittance inflow on liquidity 
crunches in the banking industry at a 0.01 level of significance. But remittances from migrants help 
the financial sector grow in both size and effectiveness ( Odugbesan et al., 2021).

H6: Bank lending policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of bank lending policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with the 
banking sector's liquidity problem as a result of aggressive lending practices ( Karim et al., 2021).  

H7: Monetary policy significantly impacts liquidity crunches in the banking industry.

 The linear regression model shows a significant impact of monetary policy on liquidity 
crunches in the banking industry at a 0.01 level of significance. This study is consistent with a 
decline in bank liquidity creation, which is strongly correlated with monetary policy tools ( Monnet 
& Vari, 2023; Pham et al., 2021).  

Conclusion and Suggestions
 
There has been a significant liquidity problem in Nepal's banking sector for the past few years. This 
study found a significant impact of capital expenditure of government, bank lending policy, and 
monetary policy on liquidity crunches in the banking industry. But there is no impact of trade 
deficit, deposit rate, investment practices, and remittance inflow   on liquidity crunches. The liquidi-
ty crunch hampers the growth of business and industry, discourages entrepreneurs because they are 
not getting loanable funds as  required. It also creates instability in the financial system, deteriorates 
investment environment, generates a high unemployment rate in the country, and affects  economic 
growth rate  in the country. 
   A modern and sound financial system is necessary for faster economic growth of the coun-
try.  For this, regulatory authory may focus on  combining and leveraging financial resources, 
lowering costs and risks, broadening and diversifying opportunities, enhancing resource efficiency, 
increasing productivity, and enabling economic growth. The following suggestions are required for 
managing the liquidity crunches in Nepalese financial institutions: (i) The capacity of government's 
capital expenditure should  increased. (ii) Bank lending policy should be directed towards a produc-
tive investment.  (iii) Monetary policy should address  the liquidity crunch problem in the banking 
sector.  Government and regulatory authority may promote an inclusive and sound financial system 
in the nation. This study is based on the primary sources quantitative data confined to financial 
institutions located at Pokhara Metropolitan City, Kaski, Nepal. Further research can be conducted 
using mixed methods (quantitative and qualitative) representing different provinces of Nepal.
Funding: The author received faculty research grant from the School of Business, Pokhara Universi-
ty, Pokhara, Nepal for this work. Researcher is grateful to the School of Business, Pokhara Universi-
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beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 TODAY, THERE IS  a growing concern among regulatory 
authorities and policymakers about maintaining financial stability 
for sustained economic growth (Akalpler, 2023; Akyüz, 2006; 
Creel, Hubert, & Labondance, 2015). Liquidity crunches threaten 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 
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businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 
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businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 
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businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 
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businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 
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businesses and government, which GDP is capable of delivering. We thus have an estimated 
nominal GDP (NGDP) which is used for the purpose of future planning by the finance ministry of 
the country. The real GDP (RGDP) is obtained after adjusting the estimated NGDP for inflation. 
The latter is also known as observed GDP in actual real-time. However, all budget planning and 
projections utilize the former, i.e., NGDP, whereas RGDP directly impacts the common citizen. 
Therefore, fluctuations in the level of GDP covariates are important in determining the gap 
between NGDP and RGDP. The effective mathematical relationship is represented as NGDP – 
inflation rate = RGDP.

 GDP computation is based on the principle of averages, which has an upward bias. There-
fore, GDP does not capture income, expenditure, or production changes at the regional level. For 
instance, if a large group of people experience declining income at a time when its complement 
group in the same population is smaller but experiences upwardly rising incomes, then GDP 
registers rise. To overcome this upward bias to a sufficiently large extent, in this paper, we focus 
on the concept of GDP per capita, which gives a more realistic picture of a nation's economic 
health. GDP measures an economy's current market value for all products and services generated 
during the assessment period. This value encompasses spending and costs on personal consump-
tion, government purchases, inventories, and the foreign trade balance. Thus, the total capital at 
stake and covered under the GDP envelope of a specific period can be viewed through (i) produc-
tion undertaken, (ii) income generated and (iii) expenditure accrued for the same period.

 Several research studies have been designed on the temporal data template where study 
units are macroeconomic units like countries or sub-regions like states, districts, or countries. In 
the present paper, we employ Autoregressive Integrated Moving Average (ARIMA) model 
proposed by Box and Jenkins (1970) for understanding the GDP movement with time. Past studies 
have used predictive ARIMA modelling for GDP of different countries. For instance, Kiriakidis 
and Kargas (2013) used predictive ARIMA model for predicting GDP of Greece, while correctly 
predicting recession in the near future. The RGDP in Greece for the period 2015-2017 was forecast 
by Dritsaki (2015) using an ARIMA (1, 1, 1) model based on data for the period of 1980-2013 
which correctly indicated a gradual rise in GDP. Wabomba et al. (2016) projected Kenya's GDP 
from 2013-2017 using an ARIMA (2, 2, 2) model based on data for period of 1960-2012. Predicted 
estimates correctly indicated that Kenya's GDP will expand faster over the next five years, from 
2013-2017. Agrawal (2018) estimated RGDP in India using publicly available quarterly RGDP 
data from Quarter 2 of 1996 to Quarter 2 of 2017 using ARIMA model. Abonazel et al. (2019) 
used an ARIMA (1, 2, 1) model over the period 1965-2016 to correctly forecast the rise in GDP for 
Egypt during for the period 2017-2026 and Eissa (2020) forecasted the GDP per capita for Egypt 
and Saudi Arabia, from 2019-2030 using the ARIMA (1, 1, 2) and ARIMA (1, 1, 1) models 
respectively based on data from the period 1968-2018. Their study showed that both Egypt's and 
Saudi Arabia's GDP per capita would continue to rise. In order to forecast the GDP and consumer 
`price index (CPI) for the Jordanian economy between 2020 and 2022, Ghazo (2021) employed 
ARIMA (3, 1, 1) model for GDP and ARIMA (1, 1, 0) model for CPI respectively, based on 
sample data from the period 19762019. They rightly anticipated stagflation for the Jordanian 
economy as a result of the predicted shrinkage in GDP and first rise in CPI. In order to escape the 
stagflationary cycle and achieve more stable CPI, this study provided inputs to the economic policy 
makers to develop sensible measures for boosting GDP and fending off inflationary forces. 
Mohamed (2022) used an ARIMA (5, 1, 2) model for the period between 1960-2022 to forecast 

trajectory of GDP in Somalia for the next fourteen quarters. In order to forecast the quarterly GDP 
of Philippines, Polintan et al. (2023) used data from 2018-2022 through an ARIMA (1, 2, 1) model 
for forecasting GDP in the Philippines, for 2022-2029 and predicted a steady growth trajectory. 
Lngale and Senan (2023) used predictive ARIMA (0, 2, 1) model for predicting GDP of India, 
pertaining to the period 1960-2020 and predicted a steady growth trajectory. Tolulope et al. (2023) 
used an ARIMA (2, 1, 2) model for predicting the Nigerian GDP using both in sample and out of 
sample prediction method, based on data for the period of 19602020 which correctly indicated a 
gradual rise in GDP. Urruttia (2019) used an ARIMA (1, 1, 1) model over the period from the first 
quarter of 1990 to the fourth quarter of 2017 with a total of 112 observations for forecasting future 
GDP. Remittance income in Nepal vis- a vis GDP has between studied by Gaudel (2006). Srivas-
tava and Chaudhary (2007) looked in to role of remittance in economic development of Nepal. 
Energy – GDP dependence in Nepal is focus of work under taken by Asghar (2008). Dahal (2010) 
studied role of GDP on educational enrolment and teaching strength in the school system of Nepal. 
GDP and oil consumption relations are analyzed by Bhusal (2010). Thagunna and Acharya (2013) 
assessed investment, saving, exports and imports as determinants of GDP. Chaudhary and Xiumin 
(2018) analysed determinants of inflation in Nepal. Interrelations between foreign trade and GDP 
of Nepal are investigated by Prajuli (2021). The present paper is the first study where a self-re-
gressed Bayesian investigation on GDP is made with identification of a unique TS statistical model 
to project future pattern of GDP in Nepal. One step ahead prediction for the year 2022 is validated 
by the recent World Bank report. Information about GDP can be quite advantageous for the 
business and economy, particularly for investors, business people and the governmental units 
aiming for cost effectiveness and maximizing profit in addition to guiding the government for 
framing future economic policies and in planning and control of various economic measures. 

The Study Region

 The Federal Democratic Republic of Nepal is a landlocked country in South Asia sharing 
its boundaries with India and Tibet. World Bank 2022 report the total GDP (hence froth, GDP) of 
Nepal to be 36.29 billion USD with 122 billion USD Purchasing Power Parity (PPP). GDP per 
capita is placed at 1,230 USD and PPP at 4,190 USD for the year 2021. GDP growth rate for Nepal 
is 2.7% while GDP of Nepal represents 0.02% of the world economy for the year 2021. The main 
economic sectors in Nepal are agricultural, hydro-power, natural resources, tourism and handi-
crafts. These sectors have a significant impact on Nepal economy in terms of their contribution to 
the GDP. Empirical research conducted by Nepal Rastra Bank (NRB) in the year 2020 concluded 
tourism to be a crucial economic sector for both the short-run and the long- run economic growth 
of Nepal. The NRB report indicated a significant relationship between tourism industry and the 
county’s economic growth which is one of the fasted growing industries in the country. More than 
a million indigenous people are engaged in the tourism industry for their livelihood. Tourism 
accounts for 7.9% of the total GDP while 65% of the population is engaged in agricultural activi-
ties contributing to 31.7% of GDP. About 20% of the area is cultivable, another 40.7 % is forested 
and the remaining land is mountainous. Thus, Nepal’s GDP is heavily dependent on remittance. 
According to the Central Bureau of Statistics Nepal (2022) report, Nepal has received remittance 
amounting to Nepalese Rupees (NRs.) 875 billion in the financial year 2019-20, which translates 
into a remittance to GDP ratio of 23.23%. Nepal is primarily a remittance-based country with 
remittance inflow amounting to more than a quarter of the country’s GDP. Nepal’s total labour 
force in the year 2020 was 16,016,900 with sectoral distribution by occupation as 43% in agricul-
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ture 21% in industry and share of services at 35%. The inflation rate in Nepal was recorded at 6% 
and the unemployment rate at 1.4%. Nepal’s total exports were reported to be worth 918 million 
USD in the year 2020, its main exports being carpets, textiles, pulses, tea, etc. Its main export 
partners are India, USA, Japan, Malaysia, Singapore, Germany, and Bangladesh. Total imports for 
the same period were recorded at 10 billion USD with prominent import goods being petroleum, 
electrical goods, machinery, gold, etc. Its principal import partners are India and China. 

 In this paper, we estimate and predict the GDP per capita of Nepal for next one and half 
decade by using ARIMA time series model. Section 2 describes model determination methodology 
used in the present work. Section 3 enumerates the models and the model adequacy measures. 
Section 4 focusses on data description and its analysis. Conclusion and recommendations are 
summarised in section 5. 

Methodology

 Time series models are characterized by the clustering effect or serial correlation in time. 
In the present paper, we employ ARIMA modelling to estimate and forecast Nepal's GDP. ARIMA 
modelling addresses such issues of dependent errors by introducing time lagged dependent variable 
and past error terms on the determinant side of the time series model. ARIMA model consists of 
AR, I, and MA segments where AR indicate the autoregressive part, I indicate integration i.e., the 
order of differencing in the observed series to achieve stationarity and MA indicate the moving 
average component in the model. The four stages of the iterative ARIMA model fitting process are 
Identification, estimation, diagnostic checking, and time series forecasting. (Figure 1). 

Figure 1
 Iterative ModellingProgression for a Stationary Variable in Box

 It employs a general technique for choosing a possible model from a large class of models. 
The chosen model is then evaluated to see if it can accurately explain the series using the historical 
data. Auto-correlation function (ACF) and partial auto-correlation function (PACF) are used to 
select one or more ARIMA models that seem appropriate during the identification stage. The next 
stage involves estimating the parameters of a specific Box-Jenkins model (1970) for a given time 
series. This step verifies the parsimony in terms of the number of model parameters or lack of 
over-specification by determining whether, in addition to the residuals being uncorrelated, the 
chosen least amount of squared residuals are found in the AR and/or MA parameters. A critical and 
sensitive aspect of an ARIMA model is parsimony. An over-parameterized model cannot predict as 
efficiently as a sparse model. Model diagnostics and testing is carried out in the third step. The 
underlying presumption is that the error terms, ε_t,  behave in a manner consistent with that of a 

stationary, unchanging process. If the residuals are drawn from a fixed distribution with constant 
mean and variance, they should be white noise. The most adequate Box-Jenkins model fulfils these 
prerequisites for the residual distribution. The best model needs to be decided based on these four 
paradigms. Thus, testing of the residuals would lead to a better suitable model. A graphical 
technique called a quantile-quantile (Q-Q) plot compares the distributional similarities of two 
datasets. In the context of ARIMA models, a Q-Q plot is often used to check whether the model's 
residuals follow a normal distribution. 

The Model and Forecast

1.  Autoregressive Model 

 With the intent to estimate the coefficients β_(j,) j = 1,2, …,p, an AR process for the 
univariate model is the one that shows a changing variable regressed on its own lagged values. AR 
model of order p, or AR (p), is expressed as,

ACF gives a correlation coefficient between the dependent variable and the same variable with 
different lags, but the effect of shorter lags is not kept constant, meaning that the effect of shorter 
lag is remained in the autocorrelation function. The correlation between y_t and y_(t-2) includes 
the correlation effect between y_t and y_(t-1). On the other hand, PACF gives a correlation coeffi-
cient between the dependent variable and its lag values while keeping the effect of shorter lags 
constant. The correlation between y_t and y_(t-2) does not include the effect of correlation 
between y_t and y_(t-1).

2.  Moving Average Model

 Let ε_t (t = 1,2,…)  be a white noise process, with t standing for a series of independent 
and identically distributed (iid) random variables expecting ε_t is zero and variance of ε_t is σ^2. 
After that, the qth order MA model, which accounts for the relationship between an observation 
and a residual error, is expressed as

  represents the impact of past errors on the response variable. Estimated coefficients θ_(j,) j 
= 1,2, …   ,q,  accounting for short-term memory help in forecasting.

3.   Autoregressive Moving Average Model

 The model AR, coupled with the MA modelling strategy is called Autoregressive Moving 
Average (ARMA) models intended for stationary data series. ARMA (p, q) model is expressed as:

 An amalgam of the AR and MA models is represented by (3). In this instance, the greatest 

order of p or q cannot be provided merely by ACF or PACF.

4.  Autoregressive Integrated Moving Average Model

 The extension of ARMA model is ARIMA model which enable to transform data by 
differencing to make data stationary. ARIMA model can be written as ARIMA (p, d, q), where p is 
the order of AR term, d is the number of differencing required to make series stationery and q is 
the order of MA term. For example, if y_it  is a non-stationary series, we will take a first-difference 
of y_t to make ∆y_t= stationary, and then the ARIMA (p, 1, q) model is expressed as: 
 

 Where ∆ y_t= y_t- y_(t-1), then d = 1, which implies a one-time differencing step. The 
model transforms into a random walk model, categorized as ARIMA (0.1,0), if p = q = 0.

Table 1 
ARIMA (p, d, q) Model for d = 0, 1, 2

5.  Model Adequacy Measures

 Before employing a model for predicting, diagnostic testing must be done on it. The 
residuals that remain after the model has been fitted are deemed sufficient if they are just white 
noise, and the residuals' ACF and PACF patterns may provide insight into how the model might be 
improved. Akaike (1973) developed a numerical score that can be used to identify the best model 
from among several candidate models for a specific data set. Akaike information criterion (AIC) 
results are helpful compared to other AIC scores for the same data set. A smaller AIC score 
indicates a better empirical fit. Estimated log-likelihood (L) is used to compute AIC as,
 
AIC = - 2(L + s)                                                                                                                         (5)          
 Such that s is the number of variables in the model plus the intercept term. Schwarz (1978) 
developed an alternative model comparison score known as Bayesian (Schwarz) information 
criterion BIC (or SIC) as an asymptotic approximation to the transformation of the Bayesian 
posterior probability of a candidate model expressed as,

BIC or SIC = - 2L + s log(n)                                                                                                     (6)             
 L is the maximum likelihood of the model, s is the number of parameters in the model, and 
n is the sample size. Like AIC, BIC also balances the goodness of fit and model complexity. 
However, BIC places a higher penalty on model complexity compared to AIC because it includes a 
term that depends on the sample size (s log(n)). As with AIC, the goal is to minimize the BIC value 
to select the best model.

 6.   Forecasting 

 Box-Jenkin's time series model method applies only to stationary and invertible time 
series. Lidiema (2017), Dritsakis and Klazoglou (2019). Future value forecasting can begin once 
the requirements have been met through procedures like differencing. We can utilize the chosen 
ARIMA model to predict when it meets the requirements of a stationary univariate process. 
Further, diagnostic checking is done to verify the forecasting accuracy of the ARIMA model. 
   
7.  Forecasting Accuracy

 We now present different measures listed to determine the accuracy of a prediction model.
 
 (i) Mean Absolute Error 

 The mean absolute difference between a dataset's actual (observed) values and the model's 
predicted values is computed using the Mean Absolute Error (MAE) algorithm. The absolute rather 
than squared differences make MAE more robust to the outliers. The formula to calculate the MAE 
is,
                                                     
 
 Where n is the total number of observations, y_(i )is the actual value of time series in data 
point i, and y _i denotes forecasted value of time series data point i.       

 (ii)  Root Mean Square Error 

 Root Mean Square Error (RMSE) is a popular accuracy measure in regression analysis 
based on the difference between a dataset's actual (observed) values and the model's predicted 
values. Lower RMSE indicates the alignment of the model's predictions with the actual data. The 
formula to calculate the RMSE is,
                  (8)
                                    
  
 However, due to the squaring of deviations, RMSE gives underweight to the outliers and 
may not be suitable for all types of datasets. Depending on the specific problem and characteristics 
of the data, we can use metrics such as Mean Absolute Error (MAE) or R-squared (coefficient of 
determination) may also be used in conjunction with RMSE to gain a more comprehensive under-
standing of the model's performance.            
                                                                                                                                                                                                              
                                                                                                                                                                                                                                                                                                                                                                                                                   
 (iii) Mean Absolute Percentage Error 

 Mean Absolute Percentage Error (MAPE) is used to measure the percentage variation 
between a dataset's actual (observed) values and the model's predicted values, and it is useful to 
understand the relative size of the errors compared to the actual values. The formula to calculate 
the MAPE is,

 However, it needs to be more well-defined when the actual values are zero or near zero, 
which can result in non-sensical very large MAPE values.

 (iv)  Mean Percentage Error 

 Mean Percentage Error (MPE) is instead of taking the absolute percentage difference like 
in MADE consider the signed percentage difference. Therefore, accounting for both the (positive 
and negative) magnitude of the errors. The formula to calculate the MPE is,
                                                      
                                              (10)        

 Such that, lower values of MPE indicate better forecast accuracy. A value of zero MPE 
would imply that the forecasted values match the actual values perfectly. However, MPE can have 
some limitations, such as the potential for the errors to cancel each other out, leading to an artifi-
cially low MPE even if the model's performance is unsatisfactory.

 (v) Mean Absolute Scaled Error 

 Mean Absolute Scaled Error (MASE) measures the performance of a model relative to the 
performance of a naive or benchmark model. The MASE provides a more interpretable measure of 
forecast accuracy than metrics like Mean Absolute Error (MAE), especially when dealing with 
time series data and comparing different forecasting models. It provides insights into whether a 
model provides meaningful improvements over a basic, naive forecasting approach. The formula to 
calculate the MASE is,   
                   (11)  
                                         

  where n is the length of the series and m is its frequency, i.e., m=1 for yearly data, m=4 for 
quarterly, m=12 for monthly, etc.
 MASE measures how well the model performs relative to the naive model's forecast errors taken 
as a benchmark. A value of MASE less than 1 indicates that the model performs better than the 
naive model regarding absolute forecast errors, while a value greater than 1 shows worse perfor-
mance than the naive model.

Data and Analysis

 For modelling and forecasting non-seasonal time series data of the annual GDP of Nepal, 
we have obtained data from the website of World Bank for the period 1960 – 2022. This implies 
that we have 63 observations of GDP, based on this data, we have proposed the ARIMA (2, 2, 1) 
model to forecast the GDP of Nepal for the next fifteen years (2023 – 2037).    

1. Model Identification for GDP

 Progression of GDP per capita of Nepal is graphed in Figure 2. A steady long-term rise is 
observed during 1960 – 2022. Beyond 2010 the rate of upward trend increases sharply. The time 
series may be quickly and easily determined to be unstable because of the GDP of Nepal's clearly 

marked increasing trend. Autocorrelation Function (ACF) (Figure 3) and Partial Autocorrelation 
Function (PACF) (Figure 4) are studied further to understand genesis of data structure. It is evident 
from the PACF that a single prominence indicates the fictitious primary value of n=1 when it 
crosses the confidence intervals. Furthermore, at ACF 11 heights, the same issue occurs. Accord-
ing to the ACF plot, the autocorrelations in the observed series is very high, and positive. A slow 
decay in ACF suggests that there may be changes in both the mean and the variability over time for 
this series. The arithmetic mean may be moving upward, with rising variability. Variability can be 
managed by calculating the natural logarithm of the given data, and the mean trend can be elimi-
nated by differencing once or twice as needed to achieve stationarity in the original observed 
series. An instantaneous nonlinear transformation applied to the optimal forecast of a variable may 
not produce the transformed variable's ideal forecast (Granger and Newbold, 1976). In particular, 
using the exponential function to forecasts for the original variable when excellent forecasts of the 
logs are available may not always be the best course of action. Therefore, we further employ the 
differencing process on the untransformed actual data series.

Flgure 2
The GDP Data During 1960 to 2021

beauty perspective, and construction design is somewhat lacking. This paper covers the 
state-of-the-art golden ratio based on its mathematical structures and their constructional properties 
instead of its mathematical properties.  The rest of the paper is as follows. Section 2 is about the 
geometry of the golden ratio in plane geometry and Section 3 is in solid geometry. Finally, Section 4 
concludes the paper.

The golden ratio in Plane Geometry 

 Here, we are presenting the golden ratio corresponding to plane geometry. For details, we 
refer to (Akhtaruzzaman & Shafie, 2011; Livio, 2002; and Markowsky, G. (1992).

1  The golden ratio corresponds to a line segment

 A straight line is said to have been cut in extreme and mean ratio when, as the whole line is 
to the greater segment, so is the greater to the less, as illustrated in Figure 1. 

 Figure 1 
The golden ratio in a line segment

Algorithm 1. Construction in a line segment
 

 Being an irrational number, it has non-repeating, non-terminating, and non-recurring decimal 
representation, like  ϕ =1.6180339887498948482... This ratio is also known as the divine ratio or 
divine proportion.  Here, we are using the term golden ratio
 1.1 The golden ratio corresponds to internal division 
 
 The golden ratio can be constructed corresponding to the internal division of a line segment. 

Algorithm 2 Construction corresponds to the internal division in a line segment

Figure 2 
The golden ratio from the internal division of a line segment

2   The golden ratio corresponds to exterior division

 It can also be constructed in the form of the external division of a line segment.  

Algorithm 3 Construction with exterior division of a line segment.

 

Figure 3  
The Golden Ratio corresponds to the external division of a line segment

 

 2  The golden ratio corresponds to different triangles

It can also be defined as corresponding to an isosceles triangle and an equilateral triangle: 

 2.1 The golden ratio corresponds to isosceles triangles 

Algorithm 4. Construction corresponding to an isosceles triangle 

Figure 4
Construction of a golden cut, golden gnomon, and golden triangle 

 Note that, such a cut BP in ∆ABC is the golden cut where triangles  ∆ABP and  ∆BCP are 
the golden gnomon and the golden triangle, respectively, Akhtaruzzaman & Shafie, 2011.

 2.2 The golden ratio corresponds to an equilateral triangle 

Algorithm 5 Construction corresponding to an equilateral triangle

Figure 5 
Construction corresponding to an equilateral triangle.

 

3.  The golden ratio corresponds to different quadrilaterals 
 
 Here, we are presenting its geometry corresponding to different variants of the quadrilaterals, 
Akhtaruzzaman & Shafie, 2011. 

 GROSS DEMESTIC PRODUCT (GDP) is a strategic compo-
nent in measuring National Income and Product Accounts. GDP 
represents the total value of final goods and services. GDP assessment 
is based on the quantum of consumption and investment by house-
holds and businesses in addition to the governmental expenditure and 
net exports. GDP is, therefore, crucial in maintaining a healthy 
economy as it embodies all financial transactions, including banking 
aspects. Planning and decision-making for the entire economy is thus 
conditioned on accurate information with respect of all the three 
stakeholders in the economic transactions, namely, households, 

 
 THE GOLDEN RATIO  has been used for centuries in design, 
architecture, structure, and construction. It has been used not only in 
ancient and classical structures but also in modern architecture, 
artwork, and photography. It is found in nature, the universe, and 
various aspects of mathematical sciences. The golden ratio is one of the 
fascinating topics. Mathematicians since Euclid have studied it. Mathe-
matics theorem and the golden ratio have been given great importance 
in the history of Mathematics, as Johannes Kepler also said, Geometry 
has two great treasures: one is the theorem of Pythagoras, and the other 
is the division of a line into mean and extreme ratios. The first we may 
compare to a mass of gold, the second, we may call a precious jewel. 
For details, we refer to (Bell, 1940; Boyer, 1968; Herz-Fischler, 2000; 
and Pacioli, 1509).

 There has been a lot of work about its historical background 
and existence. However, its systematic overview from the geometrical 
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