Damak Campus Journal 2022, (1): 34-45
ISSN : 2565-4772 (Print)

The Sampling Distribution of Sample M eans

Shantiram Subedi
Department of Physics
Damak Multiple Campus
E-mail: subedishantiramdamk@gmail.com

Abstract

This article explains what sampling distribution l©w you can use it and the fact
that influence its calculation, and the typessampling and types of sampling distribution.
further define variance, describe how to calculateand explain the advantages a
disadvantages of using a variar

Introduction

Professionals often gather statistics and evalinn to help a companynow more
about its market, products or processes. Samplsighilition, a statistical tool, helps calcul.
the probability of an event by repeatedly samplangsmall group of subjects rather t
sampling an entire populatio

In statistics, we use a ndom sample from the population of interest to d
conclusions and make inferences about the popnlalicthe sample does not represent
population of interest, then inferences from dagaveéd from the sample might not be va
For example, detenming the effect of an intervention for adolescdrised on the results frc
a sample of adults could yield the wrong conclu:

Resear ch Objectives
What is sampling distribution?

Sampling distribution is a statistic that determines théatiity of ar event based on dz
from a small group within a large population. It is akability distribution of a statistics obtain
from large number of samples drawn from a specific populafiog.statistics that can be compu
for a sample has a sampling distition.

Its primary purpose is to establish representative resiudtall samples of a comparative
larger population. Since the population is too large to anajymecan select a smaller group
repeatedly sample or analyze them. The gatheata, or statistic, is used to calculate the il
occurrence, or probability, of an eve

What Is Sampling Distribution?
B AP

Studied further to check Used by researc hers,
the variation in outcomes analysts, strategists, etc.

Figure 1, showing what is sampling distribut
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Using a sampling distribution simplifies the process akimg inferences, or conclusiol
about large amounts of data
Materials and Methods
Under standing sampling distribution

The idea behind a sampling distribution is that migeu have a large amount of d
(gathered from a large group) the value of a staticom random samples of a small group
inform you of that statistic's value for the entire grc

Each random sample selected may have a differdu @ssigned to the statistic be
studied. For example, if you randomly sample datae times and determine the mean, ol
average, of each sampall three means are likely to be different &amltlsomewhere along tf
graph. That's variability. You do that many timaad eventually the data you plot may Ic
like abell curve. That process is a sampling distributi©nce we plot the data orgraph, the
values of any given statistic in random samples make a normal distribution from which \
can draw inferences.

Here’s a simple example of the theory: when youadingle die, your odds of gettii
any number (1,2,3,4,5, or 6) are the sal/6). The mean for any rollis (1 + 2 + 3 + 4 + B/
6 = 3.5. The results from a c-die roll are shown in the first figure below: iks like uniform
distribution. However, as theample sizis increased (two dice, three dice...), the distrdiu
of the mean looks more and more like a normal didiobuas shown in second, third, fou
and fifth figures below. That is what the centralit theorem predict

e
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Figure-3 showing the distribution of mean [face].
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As the sample size increases, distribution of the mean will approach tHatjmrpu
2
mean ofi,, and the variance will approach f’g wheren is the sample size.

Factor sthat influence sampling distribution

The sampling distribution depends on multiple factothe-statistic, sample size,
sampling process, and the overall populatid/e can measure the sampling distribution's
variability either by standard deviation, also called “stasdarror of the mean,” or
population variances, depending on the context and inferences you aretarydraw. They
both are mathematical formulas that measure the spread of data poaigion to the mean.
There are three primary factors that influence the vditialof a sampling distribution. They
are:
« Thenumber observed in a population: The symbol for this variable is "N." It is the

measure of observed activity in a given group of data.

« The number observed in the sample: The symbol for this variable is "n." It is the
measure of observed activity in a random sample of data thattisfpthe larger

grouping.

« The method of choosing the sample: How you chose the samples can account for
variability in some cases.

Types of distributions
There are three standard types of sampling distributions in stisti
Sampling distribution of mean

The most common type of sampling distribution is the mean. It fsausealculating
the mean of every sample group chosen from the population and plottidgtéhpoints. The
graph shows a normal distribution where the center is the ofetiie sampling distribution,
which represents the mean of the entire population.
Sampling distribution of proportion

It gives us information about proportions in a population. We weeldct samples
from the population and get the sample proportion. This sampling digiribidcuses on
proportions in a population. The mean of all the sample proportiong/¢healculate from each
sample group would become the proportion of the entire population.
T-distribution

T-distribution is used when the sample size is very small omugh is known about
the population. It is used to estimate the mean of the population laed spatistics such as
confidence intervals, statistical differences and linegression. The T-distribution uses a t-
score to evaluate data that wouldn't be appropriate for a norst@buliion. The formula for t-
score is:




In the formula, X" is the sample mean and™is the population mean ais indicates standat
deviation.
Example of a sampling distribution

Here is an example ofsampling distribution using a fictional scenaridiwa data se
and a graph:

A professor is interested in understanding the damgistribution of their student
test scores. This professor thinks this may helpraene a suitable curve for the preus tests
their students completed. The professor recordstsieores from the previous three tests

created a data table and a sampling distributioar

Test one Test two Test three
Student one 80 B2 84
Student two 78 76 80
Student three 74 86 80
Student four 75 81 80
Student five 76 81 78
Student six 88 81 89
Student seven 72 79 75
Student eight 94 95 99
Student Test Scores
8 I Scores

6165 66-70 71-75 7680 81-85 8690 9195 96-100

Figure-3 Data table and its sampling distribution
How to Calculate Sample Mean?

When statisticians study populations, they may takampling of a larger population
apply statistical calculations to figure out trendsd predict outcomes about the lar
population. The sample mean is one calculationdhattell sttisticians the average of a giv
set of data. Statisticians use the sample meardafaaset to make projections about a stan
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of normality within a given population, and the sample mean canbalsased to find the
variance, deviation and standard error within a data set.
What isthe sample mean?

A sample mean is an average of a set of data. The samplecareba used to calculate
the central tendency, standard deviation and the variareelata set. The sample mean can be
applied to a variety of uses, including calculating population averages.

How to calculate the sample mean

Calculating sample mean is as simple as adding up the numibemsefin a sample set
and then dividing that sum by the number of items in the sampl@e&ialculate the sample
mean, you can use the formula:

X0 i
n
Here, x represents the sample megf x; tells us to add of all the X-values and n stands for
the number of items in the data set.

X =

How to calculate sample variance?
The following steps will show how to calculate the sample variancelafeaset:
i Write the equation for variance

To find the variance, you can use the equation below:

»_ 2 —x)
S e —
n—1

Where:
. s? is the sample variance of a data set
. YH(x; — x)represents the sum of your X values minus the mean of your data set
. xrepresents the mean of your sample
. n is the sample size

ii. Replace symbols with values from your data set
iii.  Simplify and solve the equation

Findings and Discussion

What is the variance of the sampling distribution of the mean?
The variance of sample mean in simple random sample without replacement is given by

52
var(x) = —
n
Proof: By definition,
var(x) = E[x — E(%)]?
= E[x — X]?
— E[x1+x2+~~+xn —X]Z

_ E[x1+x2+~--+xn—n)?]2

n
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= — E[(x, = %) + (g = X) + -+ (% — D)

n2

= 2 B[S0 - B2 + 2505 S — D) (g — B)]

= %[Z?ﬂE(xi — X2+ 23 YT E(x — X) (% — X))

= L[S SN - D)% + 28 BT SN SR~ X) (% = B)

J N(N 1)

1

n 2 (n-1)n
j — (j
n2 [ =1

(N-1)N

1 n—-1)n

= —[noz —uaz]
n2 (N-1)

_ n [N—l 2 n—-1N-1 2]
n2| N N-1 N

= — [N—1-n+l]s?

nN
_N—nS2
-~ N n
ny S?
=(1-9)%

52

= when% - 0 for large N.
In equation (*), ¥~ ,(X; —X)=0gives(X; - X))+ X, —X) + -+ Xy —X) =0.

Squaring both sides and writing in compact form, we get

Z(X X)2+2N2:12N:(X - -X)=0
N-1 N ~

222(}( X -X)=- 2(}( -X)? =
i<j j

In equation (*), s = EZ?=1(Xi - X)2 &% = EZ?ﬂ(XL- — X)?%gives

N-1
N

2

s?(N—=1)=0?N so,0% = s
The variance of a data set refers to the spread of the wwéhe the sample set. When
statisticians calculate variance, they are trying to &igout how far apart the items are from
each other when representing data on a graph. Variance cgoudibw different each item in
a sample set is. Additionally, the sample mean, variance, stadeaation and error can be
analyzed to assume and predict outcomes and trends about a popslat®has a sampling of
that population. Standard deviation is an important calculation bedaaitows companies and
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individuals to understand whether their data is in proximity toaberage or if the data is
spread over a wider range.

Central limit theorem

The discussion on sampling distribution is incomplete without thaetiome of the
central limit theorem, which states that the shape of thehdison will depend on the size of
the sample. The central limit theorem helps in constructing a sampitmidpatiion.

TheCentral Limit Theorem (CLT) states the principle that: the distribution of sample
means approximates a normal distribution as the sample dizdagger, regardless of the
population’s distribution.

More specifically, if X;,X,,..,X,, aren identical and independently distributed

random variables witmeanu and standard deviati@) then the distribution of their sample

X1+ X+ +X . . .
mean, % asngets large, is approximately normal with mpaand standard

deviation\%.
The theorem says a normal distribution depends on the samgléisithe number of
sample groups increases, the number of variables or standardesmmesises. According to this
theorem, the increase in the sample size will reduce hhaces of standard error, thereby
keeping the distribution normal. When users plot the data orpa,gtee shape will be close to
the bell-curve shape. In short, the more sample groups one studibsttdreand more normal

is the result/representation.

What isthe standard error of the sample mean?

The standard error of the mean (SEM), or standard deviation, eapgdsow far the
sample mean is from the true population mean. Standard erroe ohéhn is measure of
dispersion of the distribution of the sample mean. In other word, éinelasd error of mean
measures the extent to which we expect the means from the different sanvalgsttecause of
chance error in the sampling process. A distribution of samphlmns that less spread out (that
has a small standard error) is a better estimatohefpbpulation mean than a distribution
sample means that is widely spread and has a larger standard error.

Verification

Here, we are interested to verify the sample mean and sampésce are unbiased
estimator of population mean and population variance. Suppose a poputatsistsc of four
units with values 1,4,6 and 9. In simple random sample with repéadethe total number of
random samples of size two which can be drawn from the populatgineofour is equal té?
=16. The 16 simple random samples of size 2 are:

(1,1), (1,4), (1,6), (1,9), (4,1), (4,4), (4,6), (4.9), (6,1), (6,4), (6,6), (6,9), (9,1), (9,4),
(9,6),(9,9).
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Calculation of sample mean and variance:

Random Sampleg Sample Meargx;) Sample Variance
2
si? = - i 12(’&' — X)?
=1
(1,1) 1 0
(1,4) 2.5 4.5
(1,6) 3.5 12.5
(1,9) 5 32
(4,1 2.5 4.5
(4,4) 4 0
(4,6) 5 2
(4,9) 6.5 12.5
(6,1) 3.5 12.5
(6,4) 5 2
(6,6) 6 0
(6,9) 7.5 4.5
(9,1) 5 32
(9,4) 6.5 12.5
(9,6) 7.5 4.5
(9,9) 9 0
16 16
> x =90 Y 52 =136
i=1 i=1
Now the population meaiu)
4 X
_&i=11
N
1+4+6+9
- 4
= b.

Probability off is P(%) =~ = —.
S0,E(X) = i1 x:Pi(x:)

=80x =35
HenceE(x) = u = 5, which implies that the sampieis an unbiased estimator of population

meanu.
Next, the population variance?)

1% .
= NZ(XL' - X)
i=1

=1[1-5)2+ (@ -5)2+(6-57%+(9-5)] = 85.

<>



And sample variancB(s2) = Y1, s;2P;(s;?)
=136 x— =85
16
HenceE(s?) = o2 = 8.5, which implies that the sample variangé is an unbiased estimator

of population variance?.
Further, the variance of sample means,

2=V = (& )

= (=57 + (2557 + (3557 +(5- 52+ 2552+ (4~ 52+ (5~ 5 +
+ (9 - 5)?
= 4.25

2
and, & =% _ 425
n 2

Hences? = i is also verified.
n

. = a? o _ _
Finally, the standard errer,/V (x) = \/; =7 = V4.25 = 2.0

I nter pretation

If the standard error is 2.06, it means that the estimatatistist we are considering is
expected to have an average deviation of 2.06 units from dlee pioppulation mean. The
standard error represents the variability of the estinvdih a standard error of 2.06, you can
expect the estimate to vary by approximately 2.06 units on average.

What isa bell curve?

A bell curve is a graph that is a normal distribution. Ghaph is a bell-shaped line
where the curve's highest point shows the most probable evemumlizer (or series) of data.
There are other occurrences that are equally scattered arounidhbist ipoint on the curve.
Why isthe curveimportant?

The bell curve has a lot of features, uses and relevance, and some of thefolloest

* It is important in the field of statistics because theydel many real-world data like test
results and performance reviews of employees.

* The bell curve has one mode, and it coincides with the meameadidn. This mode is the
center of the bell curve, and it is the highest point.

* When the bell curve is folded into two parts along the cadrtine, the two parts are mirror
images of each other. This shows that it is symmetric.

* For a bell curve, exactly 68% of the data is within one standard deviatiba wiean.

* For a bell curve, exactly 95% of the data lies within the two standaratiden of the mean.

* For a bell curve, exactly 99.7% of the data is within three standardidesiaf the mean.

 The bell curve graph is useful for repeated measurements of equipment.

* What is bell curve distribution?



» The bell curve distribution is a means to figure out hota dee distributed when plotted in a
graph. You will always arrive at a bell-shaped curve if the data idyedestributed.
« For a bell curve normal distribution, a small percentage of thesp@bout 5%) of the data would
fail on the tails of the graph while about 90% of the data would fall in between the graph.
What istherelationship between the standard deviation and a bell curve?
» There is a significant relationship between the standavihtdm and the bell curve.The
spread of the bell curve normal distribution is controlled by the standatidavi
* A larger standard deviation value shows that the data eéadpyut around the mean of the
data. In this situation, the bell curve graph will be flatter and wider.
» However, if there is a smaller standard deviation vahan it shows that the data is tightly
concentrated around the mean of the data. In this situation, tleub graph will be taller
and thinner. This is illustrated in the figure below:

Normal Distribution Standard Normal Distribution

Figure 4. Showing Normal curve
What is sampling?

Sampling is the selection of subjects in a statistitatlys to represent a larger
population. Because testing every member of a given populatioh atmays feasible,
researchers select samples to make testing more efficient areffective.

How researchers develop samples can have a significanttimpabe quality of the study's
results. The following elements determine a sample's efficiency

» Accuracy: Accuracy refers to how accurate sample responses arearétess should try to
eliminate bias and influence from both researchers and participants.

 Precision: Samples should provide answers to the specific researchoguestearchers are
asking. Answers should be relevant to the study.

* Representativeness: A research sample should seek to provide the most represempaiip
of subjects for the population as a whole. For instance, if nesya want to estimate how a
city's residents feel about the government instituting éewurthe sample should match the
city's demographic percentages as closely as possible.

What arethetypes of sampling?

All types of sampling fall into one of these two fundamental categories:

* Probability sampling: if the small units of the population are drawn according to the
results of probability is called probability sampling. In prokbgbisampling, researchers can
calculate the probability of any single person in the populdiiing selected for the study.
These studies provide greater mathematical precision and analysis.
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* Non-probability sampling: In no probability sampling, researchers cannot calculate the
probability of being in the study for individuals within the populatifnthe small units of
population are drawn according to the judgment (view) of the rdswais called non-
probability sampling. These samples tend to be less accuratesandepresentative of the
larger population.

Types of probability sampling

Here are the five types of probability sampling that researcisers

Simple random sampling

Simple random sampling, or SRS, occurs when each sample patticgsmthe same
probability of being chosen for the study. Consider a lottezthod. You can place all possible
respondents in a pool and randomly, or blindly, select particigavsy person in the pool has
the same likelihood that you will choose them.

Simple random sampling is a sampling technique that usedeaofatandom numbers
or an electronic random number generator for selecting samptsgaiRhers may also use
computer programs that generate random numbers from a seindthisd can be efficient for
drawing samples from a large and diverse population.

For example, researchers might assemble a large groupivifiirads, assign numbers
to each person and randomly choose numbers through an automated prazmshBes may
also use lottery system or computer software to conduct the autaseétetion process.

Simple random sampling provides less opportunity for bias and infubpcresearchers in
participant selection. However, true random sampling can be chaliebgcause it requires a
list of every potential participant.

Stratified Random Sampling

In stratified random sampling, the population is divided into subgroustrata based
on certain characteristics. Random samples are taken from each stratuingeapoesentation
from all subgroups.

Systematic Sampling

Systematic sampling involves selecting evelyikdividual from a list after starting
with a random sample. For example, if evefypgrson is chosen, the first person is randomly
selected, and then ever{} person thereafter is included in the sample.

Cluster Sampling

For example, suppose we have to study the academic performastadenits in a large
city. The population is all students in the city. The city isd#d into several school districts
are called cluster, and each district consists of mulpl®ols. Instead of sampling individual
students, we will use random cluster sampling to select entire scohdters.

In cluster sampling, the population is divided into clusters, armhdom sample of
cluster is selected. Then, all individuals within the chosen clusteneluded in the sample.
The advantage of cluster sampling in this scenario is thamplifies the sampling process.
Instead of individually sampling students from each school, weraating entire schools as
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clusters and randomly selecting a few clusters to study. Thigagp can be more cost-
effective and logistically feasible, especially when dealing widrge population.
Multistage Sampling

Multistage sampling is a combination of different sampling hoe$ especially a
combination of cluster and stratified samplifithis method is often used to collect data from a
large, geographically spread group of people in national surveys.

Conclusion

In conclusion, understanding the sampling distribution of the mean is at$entnaking
reliable statistical inferences about population parameteaoWs us to make statements about the
precision of sample estimates and provides a foundation for congjrectnfidence intervals and
performing hypothesis tests. The central limit theorem assigrésat, under certain conditions, the
mean of a sufficiently large random sample will be normallyitlisted, reinforcing the robustness
and generalizability of our statistical methods.

Researchers and practitioners can use the knowledge of the rgamtigliribution of the
mean to make informed decisions based on sample data, contributing to the validitiaanityref
statistical analyses. As statistical techniques continue yoaptaucial role in various fields, a solid
understanding of the principles underlying the sampling distribution of then memains
indispensable play a crucial role in various fields, a solid uradetistg of the principles underlying
the sampling distribution of the mean remains indispensable.
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