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Abstract: Machine learning enables computers to emulate human intelligence for complex data analysis and pattern 

recognition. This work utilizes machine learning to predict lattice parameters in tetragonal oxyhalide compounds with 

molecular formula AOX. Four supervised learning methods - random forest regression, gradient boosting regression, 

support vector regression, and kernel ridge regression - are employed to forecast lattice parameters from features including 

atomic radii, ionic radii, atomic masses, electronegativities, band gaps, formation energies, and densities. Model accuracy 

is evaluated using mean absolute error and R2 as regression scoring measures. An analysis of gradient boosting regression 

determines the predictive capacity of distinct features toward lattice parameters. Comparisons identify kernel ridge 

regression as optimal for predicting lattice constant a, with the highest R2 of 0.840; whereas gradient boosting shows 

superior in modeling lattice parameter c with a maximum R2 reaching 0.948. This research demonstrates the successful 

application of machine learning methodologies for predicting material properties, enabling the estimation of lattice 

parameters in tetragonal oxyhalides.  
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Introduction 

The increasing use of oxyhalides as photocatalysts for 

environmental remediation drives efforts to discover new 

variants exhibiting optimal optoelectronic performance1-3. 

Oxyhalides with the molecular formula AOX, where A 

comprises main group elements, transition metals, post-

transition metals, metalloids, lanthanides, and actinides, O 

represents oxygen, and X represents halogens (F, Cl, Br, and 

I), crystallize in all seven crystal systems - cubic, 

orthorhombic, tetragonal, hexagonal, monoclinic, trigonal, 

and triclinic. The specific crystal structure expressed 

depends on the six lattice parameters: the length dimensions 

of the unit cell sides a, b, c, and the inter-axial angles α, β, 

and γ. Tetragonal oxyhalides predominantly crystallize in 

the space groups P4/mmm or P4/nmm, which have a=b≠c 

lattice parameters and right-angle α=β=γ=90° interaxial 

angles. The schematic diagrams of the unit cell, tetragonal 

unit cell, and structure of one of the tetragonal oxyhalides, 

BiOCl (generated from full-potential local-orbital (FPLO)  

 

 

computational software) are shown in Figure 1. Prediction 

of the lattice parameters is one of the major challenges for 

both experimental and computational study. Advancements 

from traditional trial-and-error methods to density 

functional theory (DFT) calculations still face many 

difficulties in discovering new materials with desired 

properties4.  

 

Figure 1: The schematic diagrams of (a) Unit cell5 and lattice 

parameters: a, b, c, and α, β, γ, (b) Tetragonal unit cell:  a=b≠c  and 

α=β=γ=90° 6, and (c) Structure of BiOCl (generated from FPLO). 
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The advent of artificial intelligence (AI) and machine 

learning (ML) has helped overcome these research 

challenges by enabling high-throughput screening and 

prediction of suitable materials candidates7. ML is the 

mapping from input to output done by providing a large 

number of examples. There are four main types of ML 

algorithms: supervised learning, unsupervised learning, 

semi-supervised learning, and reinforcement learning. In 

supervised learning, the machine has input (sample) as well 

as output (label) data and hence it predicts output with the 

help of experiences and examples. In this type of learning, 

target outputs are present and predicted outputs are 

compared with actual outputs8. In unsupervised learning, 

the machine is provided with some inputs but the output is 

unknown. This helps in drawing inferences and may not 

always provide the correct result as supervised learning. 

Semi-supervised lies intermediate between supervised and 

unsupervised learning which works based on few labels and 

unlabeled data. Reinforcement learning is feedback-based 

machine learning that performs based on the interaction 

between algorithm and environment without specific 

patterns of data-sets9. There are several methods to solve the 

problem using machine learning Regression analysis, Naive 

Bayes classifiers, Support vector machine (SVM), Decision 

tree and random forest (RF), Artificial neural network 

(ANN), Deep learning (DL), linear regression (LR), etc. 

The choice of method depends on the nature of the available 

data and the desired analytical outcomes.10. 

Chonge et al. adopted LR and ANN methods to predict the 

lattice parameters of ABO3 perovskite. They used ionic radii 

for the LR model and ionic radii, cation electronegativities, 

and oxidation states for the ANN model. Further lattice 

constants a, b, and c were used to test the ANN model11 . 

Majid et al. predicted lattice constants of double perovskite 

of type A2BB'O6 by using support vector regression (SVR), 

ANN, Multiple LR, and SPuDS program12. Ganose et al. 

predicted equilibrium lattice parameters of BiOX with an 

error of 1% using structural optimization13. Ahmad et al. 

applied ANN and vector regression models to predict Half 

Heusler compound lattice parameters of general formula 

XYZ (X and Y atoms have a distinct cationic character and 

Z has an anionic character) with ionic radii as descriptors, 

achieving 1.35 % average error14.  Ma et al.  predicted 2D 

octahedra oxyhalides using SVR, random forest regression 

(RFR), bagging, and gradient boosting regression (GBR), 

finding GBR best with the least error and highest coefficient 

of determination15. Williams et al. predicted cubic inorganic 

perovskite lattice parameters using DL and Hirshfeld 

surface fingerprints containing geometric and bonding 

information along with ionic radii, electronegativities, and 

oxidation states16. Zhang & Xu predicted lattice parameters 

for orthorhombic distorted-perovskite (ABO3) with high 

accuracy using Gaussian process regression with ionic radii, 

electronegativities, and oxidation states as descriptors17.  Li 

et al. predicted the generic lattice constant across all the 

crystal structures reporting the worst performance for 

monoclinic systems and the best for cubic, concluding 

higher symmetry enables better prediction. They predicted 

the cubic parameter a using RF and 18,000 samples with R2 

= 0.9735. Alede et al. studied relating pyrochlore (A2B2O7) 

properties to lattice constants, predicting constants with 

ANN and SVR using ionic radii and electronegativity, 

finding SVR more accurate18 .   

Previous works on parameter prediction suggest that the 

choice of ML algorithms and descriptor data impacts model 

performance. Many studies have compared prediction 

accuracy across different crystal systems, highlighting the 

role of symmetry. However, direct comparisons of different 

models on the same crystal system are rare. Additionally, 

most existing research has focused on either generic 

systems or specifically perovskites, while studies on other 

systems like oxyhalides have been limited. To address these 

gaps and given the growing applications of tetragonal 

oxyhalides, we have proposed this comparative study. We 

developed and tested four ML models: RFR, GBR, SVR, 

and kernel ridge regression (KRR) for predicting lattice 

parameters of tetragonal oxyhalides. By evaluating multiple 

models on the same crystal system, our work provides 

insight into the relative performance of different regression 

algorithms for parameter prediction in oxyhalides. 
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Materials and Methods 

Data Processing and Feature Engineering 

Data processing includes data collection, data cleaning, and 

normalization9. Data are collected from the materials 

project database19 (https://materialsproject.org/) and 

installed gelemental 1.2.0 package of ubuntu. A total of 52 

AOX with space groups P4/mmm and P4/nmm (where,  A 

is main group element, transition metals, post-transition 

metals, metalloids, lanthanides and actinides, X is halogens 

(such as F, Cl, Br, and I)) were selected. These data are then 

normalized by using min-max normalization given by 

equation (1)20. 

𝑥′ =
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
         …(1) 

In the feature engineering section, the chosen descriptors 

(features) were atomic radii, ionic radii, atomic masses, 

electronegativities, band gaps (BG), formation energy (FE), 

and the densities of AOX. The target parameters, meaning 

the parameters that needed to be predicted and compared to 

actual values, were the lattice parameters a and c. The 

values in the collected data for the actual lattice parameter 

a range from 3.57 Å to 4.31 Å, while the values for c range 

from 5.17 Å to 9.91 Å. The data collected are listed in Table 

1. 

Machine Learning Models: RFR, GBR, SVR, and KRR 

Lattice parameters prediction was performed using four ML 

regression methods: two ensemble methods - RFR and GBR 

- as well as two kernel-based techniques - SVR and KRR. 

RF is the extension form of bagging in which base models 

are aggregated to reduce the variance of base models 

without increasing the bias whereas, the correlation 

between individual members limits the reduction in 

variance. The variance reduction can be achieved through 

RFR by assuming the base models as regression trees in 

which additional randomness is injected while constructing 

each tree to reduce correlation among the base models21. 

After building K numbers of regression trees T(x) and 

averaging the result, the RFR predictor is given in equation 

(2)22.  

𝑓𝑟𝑓
𝐾 =

1

𝐾
∑ 𝑇(𝑥)𝐾

𝑘=1     ...(2) 

Boosting is an ensemble of base models in which each base 

model is trained sequentially such that weak base models 

are converted to one strong model. Different types of 

boosting include AdaBoost, gradient boosting, and 

XGBoost. Gradient boosting can be used for classification 

and regression problems with a gradient-descent-based 

formulation to build a statistical framework. There are three 

main components of GBR: loss function, weak learner, and 

additive model. The loss function is optimized to reduce 

error, weak learners are used to make predictions. In the 

additive model, an error is reduced by adding decision 

trees23. From the additive model, the function approximator 

is given in equation (3). 

𝑓𝑛(𝑥) = ∑ 𝛼(𝑖)𝑓(𝑖)(𝑥)𝑛
𝑖=1    ...(3) 

where, 𝛼(𝑖) are real-valued coefficients and 𝑓(𝑖) are basis 

functions.  

In sequential boosting method 𝑖𝑡ℎ  iteration is defined in 

equation (4). 

𝑓𝑖(𝑥) = 𝑓(𝑖−1)(𝑥) + 𝛼(𝑖)𝑓(𝑖)(𝑥)       ...(4) 

SVR and KRR belong to kernel-based non parametric 

supervised learning ML model22 where SVR find the 

hyperplane of N-1 dimension for N dimensional group of 

points10.  

Suppose {(𝑥1,𝑦1), . . . , (𝑥𝑛, 𝑦𝑛)} ⊂ 𝜒 × 𝑅 be the 

training data where x represent feature and y represent target 

variable. Thus in linear epsilon-SVR, we have to find 

function f (x) such that error is less than ε.  

The linear function f is defined in equation (5)24.

 𝑓(𝑥) = ⟨𝑤, 𝑥⟩ + 𝑏; 𝑤ℎ𝑒𝑟𝑒, 𝑤𝜖𝜒, 𝑏𝜖𝑅   .(5) 

 KRR is a special case or the simplified version of SVR25. 

Through the KRR model nonlinear problems can be solved 

by using the kernel function to replace the dot product in the 

SVR model26. The algorithms of four models were 

implemented using Pandas, NumPy, Matplotlib, Seaborn, 

Scikit-learn, Tensorflow, and Keras libraries in Python 3.9
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Table 1. Collected data of tetragonal oxyhalides AOX for parameters prediction. 

 

Model Validation and Evaluation 

While predicting parameters from ML, it is equally 

important to validate the models to test the flexibility of that 

model with the data selected. In order to validate each 

model, 5-fold cross-validation along with grid search best 

model hyper-parameters technique has adopted such that 

this process is repeated 5 times to get average estimated 
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parameters and performance score. The value for maximum 

depth is 4, number of estimators is 500 and random state 5 

has been taken in all four models. Two scoring measures: 

mean absolute error (MAE)  and coefficient of 

determination (R2) were used to compare the performance 

accuracy of different models. The MAE given by equation 

(6) calculates the average magnitude of errors. Lower MAE 

values indicate better model performance. The R2 score, 

given by equation (7), represents the proportion of variance 

in the dependent variable that is predictable from the 

independent variables. R2 ranges from 0 to 1, with higher 

values indicating more variance explained by the model5. 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦̂𝑖|𝑖=1              …(6)

  

𝑅2 = (
𝑛 ∑ (𝑦𝑖𝑦𝑖̂) 

 − ∑ 𝑦𝑖
 
  ∑ 𝑦̂𝑖

 
 

√[𝑛 ∑ 𝑦𝑖
2 

  –(∑ 𝑦𝑖
 
 )2] [𝑛 ∑ 𝑦̂𝑖

2 
 −(∑ 𝑦̂𝑖

 
 )2]

)

2

              …(7) 

where, 𝑦𝑖  and  𝑦̂𝑖 are estimated and predicted values 

respectively.          

Results  

Parameters Prediction 

Lattice parameters a and c were predicted using four ML 

methods – RFR, GBR, SVR, and KRR, validated through a 

5-fold cross-validation approach. Of the 52 total data points, 

10 were retained as the test set for model evaluation. The 

actual and predicted lattice constants are tabulated in Table 

2 and visualized in Figure 2. Examining the scatter plots, 

prediction of parameter a in Figure 2(a) shows the SVR 

outputs exhibiting maximal deviation from the true values, 

while KRR demonstrates superior congruence, with RFR 

and GBR having intermediate clustering closer to the actual 

values. However, prediction performance is reversed for the 

c parameter in Figure 2(b). In this case, KRR produces 

greatest variability versus the reliable GBR equivalency 

mapping to actual values. This implies that no individual 

method maintains consistent accuracy over both outputs, 

affirming need for comparison. Quantitative scoring of 

predictor errors reveals a full ranking of effectiveness, 

further discussed in the following section. 

 

Figure 2: Graph of actual and predicted lattice parameters (a) a and 

(b) c using four models. 

Table 2. Actual and predicted lattice parameters from four models.  

 

Accuracy and Validation 

To evaluate model prediction accuracy on the validation 

data, MAE and R2 were computed as measures of 

discrepancy and equivalence between the actual data and 

ML-predicted lattice parameters. Table 3 reports the 

average values across the 5 folds for each method's MAE 
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and R2 score, while the bar plots in Figure 3 visually profile 

comparative model performance. 

Table 3. MAE and R2 in the prediction of lattice parameters 

from four models. 

 

 

Figure 3: Bar graph of (a) MAE for a, (b) MAE for c, (c) R2 for a, 

and (d) R2 for c  for four ML  models. 

In the evaluation of various ML models for predicting 

lattice parameters, Figure 3(a) illustrates that the GBR 

model yields the minimum MAE when predicting 

parameter a while the SVR model exhibits the maximum 

MAE. Conversely, for the prediction of parameter c (Figure 

3(b)), the GBR model demonstrates the minimum MAE, 

while the KRR model exhibits the maximum. Turning to the 

R2 values, Figure 3(c) indicates that the KRR model 

achieves the highest R2 value in predicting parameter a, 

while the SVR model attains the least. Meanwhile, in the 

prediction of parameter c (Figure 3(d)), the GBR model 

outperforms others with the highest R2  value, and the KRR 

model records the lowest. 

The observed MAE and R2 values generally suggest an 

inverse relationship - lower MAE tends to correspond to 

higher R2. However, this correlation is not universally 

applicable. Given that MAE only represents the absolute 

difference between actual and predicted values of lattice 

parameters, emphasis is placed on R2 values for accuracy 

assessment. Notably, the KRR model emerges as the most 

accurate predictor for parameter a with an R2 value of 

0.840, while the GBR model excels in predicting parameter 

c with an R2 value of 0.948. 

To delve into the impact of the 11 features (atomic radius of 

A, atomic radius of X, ionic radius of A, ionic radius of X, 

atomic mass of A, atomic mass of X, electronegativity of A, 

electronegativity of X, band gap, formation energy, and 

density) on lattice parameters prediction, Figure 4 depicts 

the feature importance using the GBR model. This analysis 

aids in understanding the relative significance of each 

feature in the predictive performance of the model. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Features importance for the estimation of lattice parameters (a) a and (b) c by GBR model.
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In Figure 4(a), the feature importance plot derived from the 

GBR method for predicting lattice parameter a reveals 

distinctive contributions from various features. 

Approximately 65% of the predictive power for parameter 

a is attributed to the ionic radius of A, indicating its 

dominant role. The electronegativity of A follows closely, 

contributing around 12% to the predictive accuracy. 

Additional contributors include atomic radius and density, 

each accounting for approximately 8-9% of the overall 

predictive influence. The mass of A and band-gap features 

play a moderate role, each contributing about 5% to the 

predictive capability. On the other hand, the contribution of 

formation energy and features associated with element X 

(including mass, atomic radius, ionic radius, and 

electronegativity of X) is relatively minor, each contributing 

less than 2% to the overall predictive importance.  

In Figure 4(b), the feature importance plot for predicting 

lattice parameter c provides insights into the key 

contributors. Notably, about 34% of the predictive influence 

for parameter  c is attributed to the electronegativity of X, 

establishing it as the primary contributor. Following closely, 

the atomic radius of X contributes significantly, accounting 

for approximately 24% of the overall predictive power. The 

ionic radius of A emerges as another substantial factor, 

contributing about 22% to the accurate prediction of lattice 

parameter c. The mass of X plays a notable role as well, 

contributing around 15% to the predictive capability. 

Conversely, the ionic radius, atomic radius, and 

electronegativity of A each make more modest 

contributions, approximately 2% each. Formation energy, 

band gap, mass of A, and density contribute less than 1% 

individually. 

This analysis underscores the distinct contributions of 

various features in predicting lattice parameters a and c. 

Specifically, it highlights that the ionic radius of A and the 

electronegativity of X play pivotal roles in predicting a and 

c respectively. Furthermore, the delineation of feature 

contributions suggests that features associated with element 

A have a more substantial impact on the prediction of a, 

while features from element X contribute more significantly 

to the prediction of c. 

Discussions 

The comparative analysis reveals that the KRR outperforms 

SVR, RFR, and GBR models in predicting lattice parameter 

a. Conversely, for the prediction of lattice parameter c, the 

GBR model exhibits superior performance compared to 

SVR, KRR, and RFR. 

The observed higher MAE in determining parameter c as 

opposed to a across all four models can be attributed to the 

inherent differences in the parameter range for a and c. 

Given that MAE provides only the absolute error between 

actual and predicted values, its limitations in adequately 

describing model accuracy are acknowledged. 

Consequently, R2 is incorporated into the assessment. The 

R2 analysis aligns with the comparison of actual and 

predicted data, supporting that the R2 is a more 

comprehensive measure for evaluating the prediction of 

lattice parameters. Notably, R2 proves to be comparatively 

better in predicting parameter c than a for all four models. 

This discrepancy can be attributed to the increased number 

of contributing features for the prediction of c as illustrated 

in Figure 4. 

It's noteworthy that the exclusion of oxygen from AOX in 

determining lattice parameters is a deliberate choice in this 

study. The absence of oxygen in the consideration is 

justified based on the results and the focus on the 

contributing features from elements A and X. 

Conclusions 

This work demonstrates ML techniques for predicting 

tetragonal oxyhalide lattice parameters. Four models were 

developed - RFR, GBR, SVR, and KRR to forecast the a 

and c lattice parameters of AOX compounds. Results show 

kernel-based methods exhibit superior accuracy in 

modeling lattice constant a, while ensemble models 

perform best predicting parameter c. The models 

themselves prove robust and stable predictors. However, the 

dataset size was limited to 52 compounds, restricting model 

training and evaluation. While findings clearly establish the 

potential of employing different machine learning 

approaches to optimize property estimates for materials 

discovery, more data is needed to further improve 
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generalization performance and confirm predictive 

capabilities. Extending this framework across additional 

crystal systems could also further validate predictive 

capacities given expanded data availability. To 

comprehensively capture the diverse range of potential 

lattice configurations, it is essential to conduct a more 

extensive sampling of the feature space. This broader 

exploration will ensure a more representative representation 

of the various lattice arrangements and contribute to a more 

robust understanding of the system under study. Overall 

model accuracy measures were reasonable but not near 

perfect, indicating room for advancement with more and 

better quality training data. Additionally, model selection 

was tailored to individual outputs, while a single multi-

output model could provide a more elegant approach. 

Ultimately, this research enables targeted oxyhalide 

exploration and design by accelerating the identification of 

variants with enhanced functionality as optoelectronic and 

photocatalytic materials. The lattice parameter estimations 

serve as useful inputs to subsequent DFT computations, 

with model selection tailored to maximize predictive 

accuracy. 
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