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ABSTRACT 

Background: The exponential and the Lindley (1958) distributions occupy central places among 
the class of continuous probability distributions and play important roles in statistical theory. A 
Generalised Exponential-Lindley Distribution (GELD) was given by Mishra and Sah (2015) of which, 
both the exponential and the Lindley distributions are the particular cases. Mixtures of distributions 
form an important class of distributions in the domain of probability distributions. A mixture 
distribution arises when some or all the parameters in a probability function vary according to 
certain probability law. In this paper, a Generalised Exponential- Lindley Mixture of Poisson 
Distribution (GELMPD) has been obtained by mixing Poisson distribution with the GELD.  
Materials and Methods: It is based on the concept of the generalisations of some continuous 
mixtures of Poisson distribution. 
Results: The Probability mass of function of generalized exponential-Lindley mixture of 
Poisson distribution has been obtained by mixing Poisson distribution with GELD. The first 
four moments about origin of this distribution have been obtained. The estimation of its 
parameters has been discussed using method of moments and also as maximum likelihood 
method. This distribution has been fitted to a number of discrete data-sets which are negative 
binomial in nature and it has been observed that the distribution gives a better fit than the 
Poisson–Lindley Distribution (PLD) of Sankaran (1970). 
Conclusion: P-value of the GELMPD is found greater than that in case of PLD. Hence, it is 
expected to be a better alternative to the PLD of Sankaran for similar type of discrete data-set 
which is negative binomial in nature. 
Keywords: Estimation of parameters, generalised exponential-Lindley distribution, goodness of 
fit, mixing, moments, Poisson-Lindley distribution. 
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INTRODUCTION  
The exponential and the Lindley (1958) distributions occupy central places among the class of 

continuous probability distributions and both play important roles in the statistical theory. A 
Generalised Exponential-Lindley Distribution (GELD) has been obtained by Mishra and Sah (2015) 
of which, both the exponential and the Lindley distributions are the particular cases. A GELD with 

two parameters  and   is defined by its probability density function (pdf) 
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It can easily be seen that at 0  , the distribution reduces to the exponential distribution 

and at 1  , it reduces to the Lindley distribution given by its pdf  
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The cumulative distribution function of the GELD (1) is given by   
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The equations (1) to (3) were obtained by Mishra and Sah (2015). The rth moment about origin 
of the generalized exponential-Lindley distribution has been obtained as 
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The one parameter Poisson-Lindley Distribution (PLD) given by the following probability mass 
function 
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introduced by Sankaran (1970) to model count data. This distribution arises from a Poisson 
distribution when its parameter follows a Lindley (1958) distribution with its probability density 
function given in (2). The first four moments about origin of the PLD (4) have been obtained as 
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The equations (4) to (8) were obtained by Sankaran (1970). Ghitany and Al-Mulairi (2009) 
discussed the estimation methods for the one parameter PLD (4) and its applications. In this paper, 
a Generalised Exponential- Lindley Mixture of Poisson Distribution (GELMPD) has been obtained 
by mixing a Poisson distribution with a GELD (1). The first four moments about origin have been 
obtained and the estimation of its parameters has been discussed. The distribution has been fitted 
to some discrete data-sets and it has been observed that it is more flexible than the Sankaran’s 
PLD for analyzing different types of count data. 

 
MATERIALS AND METHODS 

It is based on the concept of some continuous mixture of Poisson distribution. Probability 
mass function of the GELMPD has been obtained by mixing Poisson distribution with GELD (1) 
such that it follows basic properties of probability distributions. The first four moments about 
origin of GELMPD has been obtained. The parameters of the proposed distribution have been 
obtained by using the first two moments about origin as well as Maximum Likelihood method. The 
distribution has been fitted to some discrete data-sets which are negative binomial in nature and 
it has been observed that it is more flexible than the Sankaran’s PLD for analyzing different types 
of count data. 

 
RESULTS 
A GELMPD 

Suppose that the parameter of a Poisson distribution follows GELD (1). Thus, the 
GELMPD can be obtained as 
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Expression (9) has been obtained on the basis of continuous mixture of Poisson distribution. 

The parameterof the Poisson distribution is considered as a continuous variable which follows 
GELD. Expression (10) is the probability mass function of GELMPD. It reduces to the PLD of 

Shankaran (1970) at   = 1. 
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Moments of GELMPD 
The rth moment about origin of the GELMPD (10) can be obtained as  
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Obviously, the expression under bracket is the rth moment about origin of the Poisson 

distribution. Taking     𝑟 = 1 in (11) and using the mean of the Poisson distribution, the mean of 
the GELMPD is obtained as 
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The expression (12) reduces to the first moment about origin of the PLD at   = 1. The 
second moment about origin of the GELMPD can be obtained as  
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and the variance as    
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The expression (14) reduces to the variance of PLD at   = 1. Similarly, taking 
𝑟 = 3 𝑎𝑛𝑑 𝑟 = 4 in (11) and using the respective moments about origin of the Poisson distribution, 
the third and fourth moments about origin the GELMPD are obtained as 
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After a little simplification, we get 
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It can be observed that at   = 1 these moments reduce to the respective moments of the 
one-parameter PLD. 
 

Estimation of parameters 
Method of moments 

Here, the method of moments has been used to estimate the parameters of the GELMPD. 

The parameter  of this distribution can be obtained by solving the expression (12) of /
1  as 
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Substituting the value of  in the expression (4.3) of /
2  ,we get the estimator  by solving 

the following quadratic equation. 
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Replacing the population moments by the respective sample moments and using the 

expression (19), we can obtain the estimated value of . 

 
Maximum likelihood method 

Let x1 ,x2 , ... ,xn be the value of observations of a random sample of size n from the two-
parameter GELMPD(10) and let fx be the observed frequency in the sample corresponding to X=x 

(x=1,2,...,k) such that  nf
k

x
x 

1

,where k is the largest observed value having non-zero 

frequency. Let the likelihood function L of the GELMPD is given by 
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and the log likelihood function is obtained as
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The two likelihood equations are thus obtained as 
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Two equations (22) and (23) do not seem to be solved directly. However, Fisher’s scoring 
method can be applied to solve these equations. By applying this method, the following equations 

for ̂  and ̂  can be solved. 
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where 0  and 0 are the initial values of  and   respectively. These equations are solved 

iteratively till sufficiently close estimates of ̂  and ̂  are obtained. 

 
Goodness of fit 

The GELMPD has been fitted to a number of discrete data-sets which were of the nature of 
negative binomial distribution and in all of such cases this has been found to provide a very close 
fits to the two data-sets have been given here. These data-sets are (1) from Kemp and Kemp 
(1965) relating to the distribution of mistakes in copying group of random digits (Table 1) and  (2) 
Beall (1940) relating to the distribution of Pyrautanablilalis in 1937 (Table 2). The first data has 
been used by Sankaran (1970) in the paper entitled 'The Discrete Poisson-Lindley Distribution' and 
the second data has been used by M. Borah and A. DekaNath in a study entitled 'A study on the 
Inflated Poisson –Lindley distribution'. All these data-sets have been used by B. K. Sah (2012) in 
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the Ph.D. thesis entitled “Generalisations of Some Countable and Continuous Mixtures of Poisson 
Distribution and Their Applications” for the study of generalization of PLD. 
 
Table1. Distribution of mistakes in copying groups of random digits. 

Number of errors 
per group 

Observed 
frequency 

Expected 
frequency of PLD 

Expected frequency of 
GELMPD 

0 
1 
2 
3 
4 

35 
11 
8 
4 
2 

33.0 
15.3 
6.8 
2.9 
2.0 

33.0 
15.1 
6.8 
3.0 
2.1 

Total 60 60 60 
 

 
1  0.7833   

2  1.8500   


  

 1.7434 0.9375001 


  

 - -0.1967592 

d.f.  2 2 

2   2.21 1.65 

P-value  0.57 0.75 
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Table 2. Distribution of Pyraustanablilalis in 1937. 
Number of insects Observed frequency Expected frequency of 

PLD 
Expected frequency of 

GELMPD 
0 
1 
2 
3 
4 
5 

33 
12 
6 
3 
1 
1 

31.5 
14.2 
6.1 
2.5 
1.0 
0.7 

31.9 
13.8 
5.9 
2.5 
1.1 
0.8 

Total 56 56 56 

 

CONCLUSION 
The expected frequencies according to the one parameter PLD have also been given in these 

tables for ready comparison with those obtained by the GELMPD. It has been observed that the 
GELMPD gives better fit to most of the discrete data-sets which are negative binomial in nature 
than the one parameter PLD of Sankaran (1970). Hence, it is expected to be a better alternative 
to the PLD of Sankaran for similar type of discrete data-set which is negative binomial in nature. 
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1  0.7500   

2  1.8571   


  

 1.8081 0.9375001 


  

 - -0.1191623 

d.f.  2 1 

2   0.53 0.29 

P-value  0.83 0.85 
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