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Abstract

Electrical distribution networks undergo dynaminsformations due to continuous alteration andatian of loads. These
alterations necessitate engineering studies aimneptinizing the distribution networks. Reconfiguringtworks stands as a
critical analysis process essential for enhancimyraanaging distribution systems (DSs). When s@ntiith a stable initial
DS, the distribution feeders can be reconfigurecaBljusting switch statuses to enhance operation&rpgance. In this
study, we introduce a dynamic reconfiguration apphothat takes into account real-time variationsh@initial topology.
This methodology integrates dynamic topology analynd network reconfiguration to address real-tidigtribution
network optimization issues.. We identify the bestfiguration to reduce power losses and improeevititage profile of
the real-time distribution network in accordanceéhwietwork reconfiguration. A new approach to dymareconfiguration
in distribution systems (DS) is introduced, focgson real-time changes in the initial topology eatthan a fixed network
structure. This method restores DS network convigctby dynamically analyzing topology when changeshe initial
configuration are identified. By aligning with tleairrent network structure, the proposed method chetess the optimal
configuration for minimizing power loss and enhawggcioltage profiles. As a result, this approach lbameadily applied to
the real-time variation in network topology durithg reconfiguration of distribution systems.

Index Terms. Adaptive quantum particle swarm optimization (AQP,Smtribution Systems (DS)

. INTRODUCTION

Several methods of reconfiguring networks have lakseloped to improve Distribution Systems (DS
performance. These methods seek to lessen poveelingsrove power quality, and lessen voltage si
inside the DS.

[1-7] examined the development of diverse netwedonfiguration techniques aimed at enhancing tl
performance of distribution systems (DS). Theséhniepies encompass enhancements in pow
quality, reduction of power loss, and mitigationvoltage sag, among other goals. [8, 9] assertad t/
the original topology of distribution systems (D@sn undergo modifications due to two types ¢
events: the addition and removal of branches. Aafdhtly, [10, 11] discovered that the isolationeaof
faulted section may lead to the removal of cerisdfated loads and the disconnection of some heall
loads. As distribution systems (DSs) expand, ino@iing new feeders and substations into tt
original topology, the real-time changes in thetiahitopology should be taken into account, a
emphasized by [12, 13].

Due to the regular occurrence of forced and scleeldolitages in distribution systems (DSs), tt
removal of one or more faulty branches resulth@isolation of some healthyranches. In such
situations, the prevailing approach involves emipigynetwork reconfiguration to ensure a sufficier
supply of power to the isolated branches, as lagted by [14, 15]. In their study, [16] identifiide
presentation of a reconfiguration technique utbigigenetic algorithms to address the multi-fau
service restoration problem. The primary goal esthmethods is to transfer loads in an out-of-servi
area to neighboring supporting feeders by closiegswitches. From an economic standpoint, it
essential to consider minimizing system power thasng the service restoration process. In the no
dominated sorting genetic algorithm-Il, the objees of network reconfiguration involve the out-of
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service loads and system power loss, as noted Hy Pbssibility of another topology change occt
wherein one or more branches are incorporatedtiooriginal system during the extension of th
distribution system (DS). Several endeavors haea b@dertaken to enhance power loss minimizatis
and voltage profile through reconfiguration techusig in the context of optimal distribution networl
planning, as discussed by [19-22].

The primary goal of the research is to optimizert#ad-time distribution network's configuration \ehi

accommodating dynamic changes to the initial togickd structure. In order to tackle this issue,
novel approach known as dynamic reconfiguratigorésented, which successfully combines netwo
reconfiguration with dynamic topology analysis. @entional network reconfiguration modifies the
network topology according to tie switch locatioAdl. buses must stay connected to the source nc
during the reconfiguration procedure. But the aw@ditopology changes dynamically as a result
nodes and branches being added or removed aftes aisystem expansions, requiring a procedure
bring the network connectivity. In order to optimizystem performance, goals like reducing pow
loss and improving the voltage profile while redgofing the network must be taken into accoun
Dynamic topology analysis is employed in the wilian of a dynamic reconfiguration technique t
determine the optimal configuration that upholds shfe, cost-effective, and high-quality operatibn

the Distribution System in the context of the ajiag initial topology model.

II. DYNAMIC TOPOLOGY ANALYSIS

2.1 Distribution Network Model

In a topological graph, bus bars and electrical maments (feeders, switches, and protection devic
are represented as nodes and branches, respeciivelyDistribution System (DS). There are tw
different kinds of switches in the system: tie sWwés on tie-lines that connect two feeders, al
sectionalizing switches that connect line segméntthe model, these switches are representee as
branches and sectionalizing branches.

The Distribution System (DS) typically follows adial operational pattern. A thorough understandir
of a standard distribution network's architectiguires an examination of important topology idea
We use a connected tree t8 represent the connectivity of the topology gr&p The nodes withingS
collectively form an electrical islandbSIn contrast, a loop is a closed path that stdrtsie node, goes
through a number of nodes, and ends at the origiodé. Within the DS, tie branches are closed
create closed loops.

This section presents the idea of a loop vectoichwis a collection of branches that together farm
closed loop in the network. Crucially, every logsta single tie branch that is independent oftaéro
loops. As a result, there are exactly as many lagpte branches. Branches can be divided into t
categories: non-loop branches and loop branches.

It is possible to arrange the set of loop vectors & matrix called the "loop matrix,” ogl-There are n
nodes and 43 tie branches in a DS. Specifically, the row-coludimension of the loop matrixep.is
Nop X Mop, Where g, is the total number of branches in the loop whk tmaximum number of
branches. Every row ingp corresponds to a different loop vector, and ewvapment in a row
represents a branch of that loop. The tie brancbesected to the loops are indicated by the fir
column elements. The topological parameters a&@rud by executing the subsequent steps: [26]

0] Examine the standard initial data of topology G.

(i) Set the initial values for connected treg,lectrical island &, root node vector V=[], root
node v=1, and initial label k= 1.

(i) Generate the adjacency matrix A =@+ of G. If a branch connects nodeand node v,
then ay; = 1. Otherwise, & = 0.
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(iv) By examining matrix A, find pathiProm root node Mo an unmarked node {f € (2...n))

(V) If path R is existed, mark node &nd save it to &, and the corresponding branches are sav
to Sek; otherwise, save it to,V

(vi) Check network connectivity. If the electricaland S« includes all nodes in the system, the
go to (7). Otherwise, go to (8).

(vii)  Create the loop matrixds. The two paths from the root node@ the end nodes of a tie brancl
are extracted. Next, the point where the two pattessect is identified. By beginning at the
intersection, traveling through a group of nodesl ending back at the starting node, a clos:
path is created. A loop matrixlis produced by all closed paths.

(viii)  The topological parameters should be outpeviery node has been marked. Otherwise, upd:
the root node, set k = k + 1; and return to (4)

e3

- ell
12
el?
e4 ® 9
7 4
5‘ €6 PR el .LOB

Sectionalizing branches
-------- Tie branches

Figure 2.1 General System [26]

Examining Fig. 2.1, we find a basic system consistif 14 nodes, 13 sectionalizing branches, anc
tie branches. The connected tree=$e¢1—e13], electrical islandbS-[1-14], and L, are gained.

€1 € 6 €g €7 €g 0
Lo=|€15 € € eqg €3 0 0 (6
€16 €1 €3 € € €13 €3
2.2 Dynamic Topology Update
There are two different kinds of events that mgkéhe topology changes in the network:
< Cutting off branch and

< Adding new branch.

The following is how the changes can be trackedguiie topology updating strategy:
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A. Removal of a loop brancBranches are divided into loop and non-loop braschs was previously
indicated. A faulty branch is permanently discorteédovhen a fault arises within a system segme
These two branch types are taken into consideratithis discussion of the topology update process

The elimination of loop branch mduces modifications to the loop matrix, Lop. Mdreless, network
connectivity remains unaffected as an alternatath gonnects the terminal nodes of branclsiece
the loop matrix is the basis for solution generaiio network optimization, the goal is to choose tF
open loop vector that reduces changes to topolaggnpeters as little as possible.

First, we determine which loop vectors contain temoved branch in order to accomplish thit
Subsequently, we pinpoint the open loop vectorptizhasd, characterized by the fewest branches.
an extreme scenario, the removed branch appearsyione loop vector, which is called the open loc
vector. In another extreme scenario, where the eumbbranches in each loop vector is identica), al
of them may be chosen as the open loop vector.

Once b, has been identified, the subsequent steps inugbeating the topological parameters an
reestablishing network connectivity. [fleappens to be a tie branch, the network's conitgatemains
intact, given that tie branches are typically opkenthis case, the loop matrix,cd- is adjusted by
removing loopdp .

However, if ¢is a sectionalizing branch, restoring network @mivity requires closing the tie branck
within loop iy effectively transforming it into a sectionalizilganch. Furthermore, new topologica
parameters are obtained by utilizing the methoderiteed in the preceding section. In the netwol
depicted in Fig. 2.1, a loop branch el is elimidafellowing the fault. The open loop vectay i
containing brancheis dotted by [&, e, &, &, &, &]. Since the tie branch.gis changed to a
sectionalizing branch, the sectionalizing branches-es] can be replaced by SGS[ee4]. Lastly,
the electrical islands5=[1— 14] and loop matrix lop are obtained

e e e e e 00 0 0 0 0

op— (2)
bg € €& & & €& € & €y €3 fy

B. Removal of a non-loop branchAn electrical island that is isolated is formed wlaebranch without
a loop is disconnected. The identification of tisislated island is made easier through the use o
radius search method. In a connected topology septed by G, a line connecting two nodes
assigned a weight valug;\¥ the respective nodes create an edge. The r&dius
re= min , max (d(u,v)) )
usV,veVv
where d(u,v) is the distance between nodes u amlWw is the set of nodes in graph G.

Disconnecting a branch without a loop leads toctieation of an isolated electrical island. Thisusl
is established by commencing at the terminal nddeeodisconnected branch, traversing a set of :10¢
and branches, and reaching the boundary pointsedir¢e, denoted as nrs— 1. All branches within
the isolated electrical island are distinct frora triginal topology. The generation of new topobadyi
parameters follows the procedures outlined in 8e@il.

Branch e8 is eliminated, as seen in Fig. 2.1, anevaelectrical islandgz = [9] is found by applying
the radius search technique. S [e—€;, &—e4 and $1 = [1-8, 10-14] are the topological paramete
in real time.
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Input initial parameters of topology G and the
removed branch g

L Yee

Determine loap vectors containg; ‘

Obtain isolated electrical
island (3) and the
branches (S5

Is g shared between
more than one |gop?

Delete g
Delete the branches 5, Determine each loop will be the &

and g,in the graph G opened loop vector i,

Delete g, and the tie branch in
the j;,.is changed to a
sectionalizing branch

Update the topology parameters
using the network connectivity
analysis

'

Fig 2.2 Flowchart of Dynamic Topology Update [26]

As a result, when a branch is eliminated, the dyodopology updating process can be listed as se
in Fig. 2.2.

C. Addition of a branchin order to meet customer requirements, addititeetlers and nodes can bt
integrated into a well-established Distribution teys (DS). The focus of this approach is o
monitoring topology modifications and acquiring ihéial network status in real-time. The following
series of actions is used to identify the topola@hanges that result from the introduction ofeavn
branch ei that connects nodete node v.

i. Branch eis a tie branch if nodes andv, are part of the same electrical island SD. Thedirds
typically open to guarantee radial system functiona

ii. Branches eare sectionalizing branches and are typicallyedoi$ nodesv; andv, are part of two
distinct electrical islands. The sectionalizing fmlaes and the tie branches are combined in b
electrical islands.

By following these procedures, the network conmégtiis examined in order to determine the
real-time topological parameters.

. DYNAMIC RECONFIGURATION METHODOLOGY

The network reconfiguration examined in this stulwiates from traditional reconfiguration issue
that typically involve initial topology adjustmerdsd can be viewed as a dynamic challenge. When
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switches are repositioned in the traditional cont#xnetwork reconfiguration, all buses must kee
their connection to the source node during thegescwhich causes topology changes.

However, this dynamic approach introduces altematio the initial topology due to node and branc
additions or removals following fault incidents gystem expansions. This necessitates a proces:
restore network connectivity. To enhance operati@ificiency, network reconfiguration should
address objectives related to minimizing powerdesnd enhancing voltage profiles.

Through the use of dynamic topology analysis, aadyio reconfiguration technique is applied ti
ascertain the best configuration that guaranteesDistribution System (DS) functions within the
evolving initial topology model in a safe, costegftive, and high-quality manner.

3.1 Problem Formulation

The main objective of the dynamic reconfiguratitaking into account the dynamic nature of th
initial topology, is to use the dynamic topologyabsis to quickly restore network connectivity
Following the restoration of network connectivitliye system's voltage profile enhancement and pov
loss minimization should be taken into account. fide power, reactive power, and voltage magnitu
at the sending end i of a branch are Pi, Qi, andr&pectively, based on the power flow calcutatio
[23]. The following formula is used to calculatesthower loss Ploss(i,i+1) of the branch connectir
nodesiand i+ 1 (receiving end):

P2 +0Q°
v @)

where Vi is the voltage amplitude of node; isrthe resistance of the branch between nodesd iHdn
and Pi and Qi are the active and reactive powersfliistom node i.

Prossciivny = T

The total power loss of a real-time distributionwmak G(n,m) with n nodes and m branches is
calculated by adding up all of the line sectionséss The following is an expression for the
formulation:

. P’ +0Q°
min Z ki ———
- Vi

where kis the status of branch;e =1 in the case of closed branch, andK in the case of an open
branch, where m is the number of branches in thletirae network &n,m);

)

Improving the system profile is maximizing the mmim node voltage amplitude as the objectiv
function, which can be calculated as follows:

max (min (Vi /Vref), i€ (1, ..., n)) (6)
where Vref is the standard voltage amplitude, mislthe number of nodes in(@m).

Enhancing the voltage amplitude within the systenmferconnected with power loss. A decrease
power loss results in a reduction in voltage dtbpreby enhancing the overall voltage values in tl
network. The operational constraints that must beare outlined as follows:

|i < |i,max
Vi.min < Vi < Vi.max (7)
g S TGr
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The subscripts 'max’ and 'min‘ denote the uppetamer bounds, respectively.represents the current
flowing through branchieg denotes a network structure, angl i a collection of radial network
structures within the real-time topology. G

3.2 Dynamic Reconfiguration Optimization Algorithm

To address the optimization challenge of the DSentaking real-time topology changes into accour
a method for dynamic reconfiguration is proposedalt ttombines dynamic topology analysis witl
network reconfiguration. In the event that the imad) topology is modified, the main objective is tc
quickly determine and establish network connegtiagain.

Following a topology change, network reconfigumatie employed to identify the optimal setup fo
minimizing power loss and enhancing the voltagefilproThe issue is framed as a intricat:
combinatorial optimization problem. To tackle thgsoblem, an adaptive quantum particle swar
optimization (AQPSO) algorithm is introduced, biilgl upon the principles of particle swarn
optimization. The real-time topology variation a® for the dynamic adjustment of the AQPSO
variables. Considering the revised loop matriap.,. the initial element in each column designates t
tie branch. Within each column, the loop is fornbgdthe tie branch and sectionalizing branches. T
branches are documented as a sequence of decimberaiwithin the loop, ranging from 1 to the tote
number of branches in the column. To ensure alraggdem configuration, it is necessary to open ol
of the branches within the loop. The particle vecepresented by x (X1, Xo,..., X ) is a solution. The
position x of particle j corresponds to the identificationmther of the branch intended for opening
Following the principles outlined in [24], the adap quantum particle swarm optimization (AQPSC
is capable of attaining the optimal solution threwgntinuous updates to the particle's positiorthiVi
the D-dimensional search space, denote the soluéotor of particle j as the vectog % (X1, X2, --..,
Xjp). During iteration t, the present best positiorpafticle j is expressed ag(® =(p1, P2, ---, Po)-
The global best position is denoted as mbest ((f)besf, mbesg, ..., mbesp). The revised position
of particle j is adjusted using the following edqaaf determining the positiongx(t+1) in iteration
t+1 based on its prior positiofut).

Xa(t+1) = round(pq(t) £ * mbest(t) — ¥(t) * In (1/u)) (8)
M
mbest(t)= Y. P (9)
=1

Here, x(t) and x(t +1) represent the initial and updated positiongasficle j, respectively, while u

and ¢ denote uniformly distributed random numbers witthie range [0,1]. The round() function is
employed in the integral calculation, afidis utilized to regulate the convergence speedhef t
algorithm:

The procedure for dynamic reconfiguration is oettiras follows: [26]

1) Initialize the standard topology G, and identig initial parameterseS S, and Lop.

2) If a modification in the topology is identifiedroceed to step (3); otherwise, proceed to step (4)

3) Reestablish network connectivity. This stage ptiyrassesses the network's connectivity and t
status of branches through dynamic topology amalysy maintaining the states of the branche
the new topology Gr and new loop matrixdp can be obtained.

4) Revise the parameters of the AQPSO. Utilizingrixdt’op or Lop, define the solution particle
vector as x (X1, Xo,..., X) and create a random population P comprising Movec

5) Examine the radiality of every particle in pogigda P, where each solution serves as a poteni
topology candidate. The topology graph may be desgtras an adjacency matrix. Ahe radiality
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of solutions is determined based on the determioBAt. If the determinant of Ais equal to 1 or
—1, the solution is feasible and go to step (5); otherwise, set the particle's pbest as C (C takes a
large positive number).

6) Assess the fitness values ((5) and (6)) for gacticle (pbest) and retain the particle possedsiag
highest fitness value as (mbest).

7) Adjust the position vectors for each particlaatordance with (8) and (9).

8) lterate through steps (6) and (7) until a tertiamacriterion is met. The resulting x* represettis
optimal solution.

9) Examine alterations in the initial topology. liere is a change, revert to step (2); otherwisgubu
X*.

IV. RESULTS

The provided example in this thesis demonstrate apglication of the proposed approach for
reconfiguring a real-time distribution network.

1. 65-bus Kohalpur Feeder (Practical Feeder)

Kohalpur feeder is 11kV distribution feeder undeepisl Electricity Authority. The substation

standard voltage is set at 1.0 per unit (p.u.)hwitltage limits ranging from 0.82135 to 1 p.u. The
branch current constraint is 500 amperes (A), dogisRepresents the active loss of the networklgwhi
Vmin signifies the minimum voltage among all nodes.

The cases illustrate the procedure for restorigiordk connectivity and determining the topological
structure when one or more branches are removes rdd¢onfiguration results, guided by real-time
topology, are presented in Table 4.1.

Figure 4.1: Single Line Diagram of 65 bus Kohalpeeder.

Case |: Network reconfiguration with no faults: this case, a fault-free system is the subject of an
investigation. Assuming the regular operation @ ifitial topology, in which all nodes are joined t
form the initial topology through sectionalizingabiches, the network reconfiguration represents an
ideal optimization issue. As a result, the issugeisolved without utilizing the dynamic topology
update by following the procedures described irntiGe@.2. Table 4.1 displays the findings of thetbe
configuration for this scenario. Losses are reduned45.94 kW compared to the original topology,
and the minimum voltage value is increased to B&72u.

Jacem, Vol.9, 2024 Dynamic reconfiguration of ritisttion networks considering the real-time topglegriation



Jacem 2 95
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Figure 4.2: Voltage Profile of the reconfiguredvwetk for no fault case

Case II: Network reconfiguration with a single brhrfault: To address a permanent fault on ling e
the existing sectionalising branch connecting ndgsnd 27 is removed, resulting in some healtl
nodes being without power. The objectives are store electric energy to healthy loads and upde
the initial topology. In this revised initial tomy, our method identifies the optimal configuratias
[e12, &6,612, €15, 67], With a power loss of 240.24 kW. Leveraging tétsh operations, the decision
maker can restore network connectivity and ach&hegh-quality solution, enhancing the operation
performance of the system. Figure 4.3 depicts timge profile of the reconfigured network and th
network reconfiguration leads to an improvementdhiage amplitude.

1 Voltage Profile
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Figure 4.3: Voltage Profile of the reconfiguredweitk for single fault case

Case lll: Network reconfiguration with a double4hch fault: Let's consider a scenario where a fai
occurs on linesie and es. Following reconfiguration, a power loss of 207K\ is attained. Figure
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4.4 illustrates the voltage profiles of the systemboth the initial and optimal cases. The minimur
voltage magnitude of the real-time system is 0.8508.
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Figure 4.4: Voltage Profile of the reconfiguredweik for double fault case

Case IV: Network reconfiguration with a node fauttthe depicted system in Figure 4.1, it is assim
that a fault has occurred at node 6, leading torén@oval of branchess@nd ¢ to isolate the fault.
Consequently, the power supply to the loads inntbhde set (nodes 6-65) is disrupted. As outlined
the steps of the dynamic topology update, nodetligeisaulted point, and the supply to the loadhas t
node cannot be restored until the fault is repairmvever, the loads on the remaining nodes withc
supply (nodes 7-65) can be reinstated by closimg tidn branchesse The proposed algorithm
recommends the opening of branchgses, e, & and es, resulting in a total power loss of 242.1¢
kW. Additionally, the minimum voltage magnitude asred by the proposed method is 0.8732 p.u.

=
=

Voltage Magnitude
fo=]
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o
w

Voltage Profile

N

Figure 4.5: Voltage Profile of the reconfiguredwetk for node fault case
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Table 4.1 Summary of results for 65-bus Kohalpwedes (Practical Feeder)

Item Final Open Switches Ploss, kW midd P-U.
Initial €55-€59 261.91 0.82135
Case 1 (fault free) 1€6>3,E36,E38,E46 145.94 0.87981
Case 2 (single faulty@ | €12, &6,€42,€25,657 240.24 0.8294
Case 3 (double faultye €12, €6, €517, €50 207.19 0.85035
and eg)

Case 4 (node 6 fault) 5,623,630,636, 658 242.15 0.8732

V. CONCLUSIONS

A new approach to dynamic reconfiguration in disttion systems (DS) is introduced, focusing ©
real-time changes in the initial topology ratheartla fixed network structure. This method rest@8s
network connectivity by dynamically analyzing topgy when changes in the initial configuration ar
identified. Subsequently, updates are made todbp matrix, connected tree, and electrical islan
based on the real-time topology. By aligning whik turrent network structure, the proposed meth
determines the optimal configuration for minimizipgwer loss and enhancing voltage profiles.

The method under consideration underwent testingldw Kohalpur Feeder under Nepal Electricit
Authority, where various initial topology changeeats were taken into account during the process
network reconfiguration. The simulation resultsitade that this approach can swiftly restore nekwo
connectivity following a topology change. Additidiya the method demonstrates its ability tc
accurately identify optimal configurations for dige real-time topologies. In comparison to traditilo
methods, this approach offers enhanced flexibélitg superior performance. As a result, this apfroz
can be readily applied to the real-time variatiannetwork topology during the reconfiguration o
distribution systems

Jacem, Vol.9, 2024 Dynamic reconfiguration of miigttion networks considering the real-time topglagriation



298

Jacem

REFERENCES

1)

2)

3)

4)

5)

6)

7)

8)

9)

10)

11)

12)

13)

14)

15)

16)

Xu, Y., Dong, Z.Y., Wong, K.P., et al. (2013)ptimal capacitor placement to distributior
transformers for power loss reduction in radialribsition systems’, IEEE Transaction or
Power System, 28, (4), pp. 4072-4079

Tian, Z., Wu, W., Zhang, B. (2016) ‘Mixed-integeecond-order cone programing model fc
VAR optimisation and network reconfiguration in iget distribution networks’, IET
Generation, Transmission. Distribution, 10, (8), pp38— 1946

Gupta, N., Swarnkar, A., Niazi, R. (2D1Distribution network reconfiguration for power
quality and reliability improvement using genetitgaithms’, International Journal of
Electrical Power Energy System, 54, (54), pp. 6646

Mendonza, J.E., Lopez, M.E., CoelloCA.et al. (2009) ‘A microgenetic multiobjective
reconfiguration algorithm considering power losaed reliability indices for medium voltage
distribution networks’, IET Generation Transmissidistribution, 3, (9), pp. 825-840

Alonso, F.R., Oliveira, D.Q., Zambrae Souza, A.C. (2015) ‘Artificial immune system:
optimization approach for multiobjective distrilmrii system reconfiguration’, |IEEE
Transaction on Power System, 30, (2), pp. 840-847

Andervazh, M.R., Olamaei, J., HaghifammR. (2013) ‘Adaptive multi-objective distribution
network reconfiguration using multi-objective dis@ particles swarm optimization algorithr
and graph theory’, IET Generation, Transmissiostiibiution, 7, (12), pp. 1367-1382

Imran, A.M., Kowsalya, M. (2014) ‘A new poweystem reconfiguration scheme for powe
loss minimization and voltage profile enhancemesihgi fireworks algorithm’, International
Journal of Electrical Power Energy System, 62,gf),312—322

Singh, N., Glavitsch, H. (1991) ‘Deieat an identification of topological errors in ami
power system analysis’, IEEE Transaction Powere3ysb, (1), pp. 324-331

Jazebi, S., Haji, M.M., Naghizadeh, R. (201Bj)stribution network reconfiguration in the
presence of harmonic loads: optimization techniquesanalysis’, IEEE Transaction on Sma
Grid, 5, (4), pp. 1929-1936

Silva, N.S.D., Costa, A.S., Clements, K.A.,aét(2016) ‘Simultaneous estimation of stat
variables and network topology for power systenitiege modeling’, Electric Power System
Research, 133, pp. 338-346

Sarma, N.D.R., Ghosh, S., Rao, K.S.P., et H)94) ‘Real time service restoration ir
distribution networks-a practical approach’, IEEEfsaction on Power Delivery., 9, (4), pp
2064-2070

Tzur, M., Drezner, E. (2011) ‘A look-ahead fiEming heuristic for a new assignment an
scheduling problem in a distribution system’, Ewap Journal of Operational Research, 21
(2), pp. 325-336

Reichl, J., Kollmann, A., Tichler, R., et &008) ‘The importance of incorporating reliability
of supply criteria in a regulatory system of eleity distribution: an empirical analysis for
Austria’, Energy Policy, 36, (10), pp. 3862— 3871

Dimitrijevic, S., Rajakovic, N. (2018) ‘Consiileg of healthy MV busbar feeders in the
service restoration of distribution networks’, Etexal. Engineering, 98, (2), pp. 97-107
Gholami, M., Moshtagh, J., Ghadernejad, N. §0B5ervice restoration in distribution
networks using combination of two heuristic methodasidering load shedding’, Journal o
Modern Power System and Clean Energy, 3, (4), pp-564

Kumar, Y., Das, B., Sharma, J. (2008) ‘Multedtijve, multiconstraint service restoration o
electric power distribution system with priority stamers’, IEEE Transaction on Powe
Delivery, 23, (1), pp. 261-270

Jacem, Vol.9, 2024 Dynamic reconfiguration of ritisttion networks considering the real-time topglogriation



Jacem

299

17)

18)

19)

20)

21)

22)

23)

24)

25)

26)

Jorge, M.B., Héctor, V.O., Miguel, L.G., et 014) ‘Multi-fault service restoration in
distribution networks considering the operating maof distributed generation’, Electric
Power System. Research, 116, (11), pp. 67—76

Sudhakar, T.D., Srinivas, K.N. (2010) ‘Primlgaaithm for loss minimization and service
restoration in distribution networks’, Internatibndournal of Electrical and Computer
Engineering, 2, (1), pp. 43-62

Asakura, T., Genji, T., Yura, T., et al. (201Bpng-term distribution network expansion
planning by network reconfiguration and generatibrconstruction plans’, IEEE Transactior
on Power System., 18, (3), pp. 1196-1204

Li, R.,, Ma, H.Z., Wang, F.F., et al. (2013) @& optimization theory and application ir
distribution system expansion planning, includingtributed generation’, Energies, 6, (2), pf
1101-1124

Sedghi, M., Ahmadian, A., Aliakbar-Golkar, M20(6) ‘Assessment of optimization
algorithms capability in distribution network plang: review, comparison and modificatior
techniques’, Journal on Renewable Sustainable Erieegiew, 66, (4), pp. 415-434

Heidari, S., Fotuhi-Firuzabad, M., Kazemi, 20X4) ‘Power distribution network expansior
planning considering distribution automation’, IEEEansaction Power System, 30, (3), pp. 1
4

Baran, M.E., Wu, F.F. (1989) ‘Network reconfigtion in distribution systems for loss
reduction and load balancing’, IEEE TransactioPower Delivery, 4, (2), pp. 1401-1407
Andervazh, M., Olamaei, J., Haghifam, M. (2018¥aptive multi-objective distribution
network reconfiguration using particles swarm otation algorithm and graph theory’, IET
Generation, Transmission, Distribution, 7, (4), pp01-1810

Zhang, D., Fu, Z., Zhang, L. (2007) ‘An imprdvaS algorithm for loss-minimum
reconfiguration in large-scale distribution systerisectric Power System Research, 77, (6
pp. 685—-694

Wen, J., Tan, Y., Jiang, L., Lei, K. (2017) 'fiaymic reconfiguration of distribution networks
considering the real-time topology variation”, IEEneration, Transmission & Distribution,

Jacem, Vol.9, 2024 Dynamic reconfiguration of rilisttion networks considering the real-time topglegriation



