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  Abstract

Researchers often try to estimate the relationship among the variables in a population using regression modelling. In 
public health statistical literature, a clear theoretical introduction about the theory underlying the estimation techniques 
and assumptions is often lacking. In empirical papers, many do not discuss the violation of regression assumptions, 
and quite often, emphasis has been laid only on the aspects that are less important. In this theoretical review, I have 
described a theory behind the estimation of population relation, preliminaries of regression methods and various as-
sumptions one has to take care of while estimating the population relation in an unbiased manner.
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View Point

Consider a variable Y = haemoglobin level of a women 
during pregnancy and another variable X = Iron Folate 

tablet (IFA) consumption (in terms of doses). When the 
relationship at the population level is discussed, we tend 
to describe average value of Hb level (a dependent vari-
able) for a given dose of IFA consumed by a women (in-
dependent variable) (1, 2). In the scatter diagram, each 
point shows the dose of IFA and corresponding Hb level 
for each population unit at time t. The black curve shows 
average value of Hb in population for the women consum-
ing various doses of IFA. Each point lying on this black 
curve maps the average value of Hb at different doses 
of IFA. This average value when discussed at population 
level is called expected value, denoted by E(Y|X=x). This 
expression is read as the expected value of Y (Hb level) 
when the variable-IFA dose (X) takes on the specific val-
ues of x (say, 120 days). The vertical distance between 
each point in the scatter diagram and the expected value 
(points on the curve) is called “error” or “residual” gener-
ally represented by u. We can predict the average level 
of Hb in the population using the level of IFA dose once 
the curve (E(Y│X)) has been estimated. In general, the 
curve is represented by function f(x). It is an algebraic 
expression which shows that when Xs are combined in 
some mathematical expression, it gives expected value 
of Y i.e. E(Y│X). Estimation of any population relationship 
is, therefore,estimation of f(x) that best describes the av-
erage population level relationship between the X and Y.
Mathematically, it is written as:

E(Y│X)= f(x)………………………. (1)

Estimating population relation- method and 
assumptions
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Introduction
Introductory statistics course covered theory behind pop-
ulation mean or proportion estimation. Especially, how 
the sample mean (or proportion) is an attractive estimator 
of population mean (or proportion). In empirical studies, 
population parameters are estimated using a sample of 
population units. The objective of this article is to explain 
the ways to carry over this concept to estimate a rela-
tionship among two or more variables at population level. 
Here, a systematic introduction of underlying theory and 
assumptions has been included with some practical ex-
amples.

1The data was generated hypothetically for the purpose of this article.



Adding the expected value of Y for a particular value of X 
and the error u, It should give the original value of Y. It is 
shown in the expression below
Y= E(Y|X) + u…………………….(2)

From (1) and (2), we can write the following expression.
Y= f(X) + u………………………. (3)

It means that actual value of Hb level (Y) is a sum of ex-
pected value of  Y at given value of X i.e. E(Y|X) and the 
error u. Our purpose is to estimate f(X) in unbiased man-
ner. Regression methods can be used in order to estimate 
f(X). The simple form of f(X) will be linear as shown below.
f(x)= β0+β1X……………………...(4)

From equation (3) and (4), the regression equation takes 
the following form.
Y= β0+β1X+ u……………………(5)

Assumptions
Following assumptions should be fulfilled, once we iden-
tify the equation to be estimated (equation 5). These as-
sumptions are generic and are applicable to most of re-
gressions used in practice.

Linearity assumption: The “β0+β1X” part of equation 5 is 
expected to represent average value of Y at given level 
of X i.e. E(Y│X). This assumption is called linearity as-
sumption (3). It means that the conditional expectation 
E(Y│X) is best estimated (in this example) by the linear 
combination of X. “β0+β1X” is shown in the above figure 
by the dotted line. It can be observed that the population 
level relationship E(Y│X) is shown by the nonlinear curve 
and, from equation 5, this nonlinear relationship is being 
estimated using linear expression. There are some other 
assumptions that need to be fulfilled in order to best esti-
mate the average relationship.

Zero conditional mean of error component (u). The er-
ror should have zero expected value given any value of 
explanatory variable (X) i. e. E(u│X)= 0 (3). In the other 
words, average value of error u should be zero for any 
value of independent variable X. This is the most impor-
tant assumption while estimating population level rela-
tionship. It means that u is uncorrelated with X and f(x)
has been properly specified such that it represents true 
E(Y│X). In our case, it means that “β0+β1X”and error term 
(u) will be uncorrelated. Lets consider equation 5, X in-
volves a list of variables that has been observed and can 
explain the Y significantly. The error(u) is the part of Y 
that is not explained by the observed list of variables (X). 
Error, therefore, includes unobserved list of independent 
variables that can strongly explain Y.  So, a question aris-
es in the mind, how many variables should be measured 
and included in the equation in order to properly specify 
the model? There are a variety of modelling techniques 
in order to properly specify equation 5. This is out of 
scope of present article. However, one guiding principle 
for such decision is that variables that go in u (or the one 
that are not observed) should be uncorrelated with the 

variables that are contained in X (i.e. the variables that 
are observed). It ensures accurate estimation of popula-
tion conditional expectation function E(Y│X). In case we 
failed to fulfil this condition, the problem is called endo-
geneity. This phenomenon can be practically explained 
in connection with our example. In this example, only 
one independent variable (IFA dose) is used to explain 
Hb level. However, Hb level is also determined by many 
other factors, for example, initial Hb level before starting 
IFA consumption, number and spacing of parity, present 
or recent past illness such as malaria that drastically re-
duces Hb  etc. In the present condition let us suppose, we 
couldn’t measure these variables. The linear combination 
of these variables becomes a part of residuals (u). The 
rule is that the observed Xs and those that could not be 
observed due to study limitations should be uncorrelated 
at population level. In this case, it can be observed that 
initial level of Hb strongly determines the future level of 
Hb even after initiation of IFA consumption. At the same 
time, those women who are anaemic in the beginning are 
more likely to get the prescription of IFA dose. If we didn’t 
include this variable (initial level of Hb) in the regression 
equation then the assumption of zero conditional mean 
for error term u will be violated. And, the estimated f(x) 
will be biased. In the more familiar term, we can say that 
our results are confounded and such variables are often 
called confounding variables. Therefore, it is always rec-
ommended to measure the variables and include in the 
regression equation that are correlated with independent 
variables and are also a major predictor of dependent 
variable(s). Quite often, unobserved factors strongly de-
termine the Hb level and are also correlated with the IFA 
compliance. Sometimes it is very hard to quantify the un-
observed factors and results are biased. There are tech-
niques to control such unobserved factors. 

Homoscedasticity assumption states that for each value 
of X, the variance for u should be same (3). In terms of 
notation, it is represented as Var(u│X)=σ2. This phenom-
enon can be observed. For example, if the dots around 
the E(Y|X) curve are homogenously distributed, we can 
say that the assumption has been met. There are some 
other ways to test this assumption, it is called Lagrange 
Multiplier (LM) test (1). If this assumption doesn’t hold, 
this situation is called Heteroscedasticity. In this situation, 
though the point estimates of beta coefficient are unbi-
ased, standard errors are not correct which affects the 
p-values (1). In such circumstances we need to calcu-
late White’s standard error or Heteroscedasticity robust 
standard errors (1, 3). This technique is available in al-
most all the statistical packages (R, STATA etc).

Random sample/Independent sample is a basic re-
quirement while estimating E(Y|X) based on a cross-sec-
tional data. Regression requires a random sample where 
study units are independent and identically distributed 
(also called iid assumption). This assumption is ensured 
by randomly selecting of population units. One example 
of violation of this assumption is that when study units (for 
example pregnant women) are selected from hospitals/
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2 Here f(X) is linear because our dependent variable is continuous. If it were categorical or count type, other types of cumulative probability functions 
for f(X) would be used. For example, when Y takes the binary form, logistic probability function is mostly used for f(X).
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health centres, it is likely that the study units are clus-
tered. This has impact on the u i.e. it will be correlated 
across the observations which affects model specifica-
tion and hence standard errors. In order to get rid of this 
problem, we need to run a fixed effect regression model 
that adjusts hospital specific clustering effect and hence 
provides an estimate of unbiased relationship (1).

Fulfilment of the four assumptions ensures that our esti-
mated function f(x) for E(Y|X) is unbiased and so are the 
beta coefficients (often called regression parameters) (1). 
Another important feature about regression is the value of 
R2. It is a statistical measure of how well a regression line 
approximates real data points. It is a descriptive measure 
between zero and one, and signifies the predictive abil-
ity of regression equation. In the simplest sense, R2 is 
equivalent to the squared correlation coefficient between  
Y for each observation (the scattered points) and fitted 
values (Ŷ) (the points on the dotted line in figure 1) (3). If 
all the observed data points lie on the dotted line, R2 value 
would be one showing absolute fitness. A value of R2 that 
is nearly equal to zero indicates a poor fit of the regres-
sion line. In the process of estimating population relation, 
low R2 are not uncommon, especially for cross-sectional 
analysis. It is worth emphasizing that a low R-squared 
does not necessarily mean that an estimated population 
relation is useless. In fact the most important thing about 
R2 is that it is not important when we have fulfilled the 

above four assumptions to estimate the population condi-
tional expectation function E(Y│X)2. On the other hand, if 
our objective of analysis is to estimate a function and use 
it for prediction purpose, then the value of R2 does play 
vital role.

Conclusion
The assumptions on error term (u) are the most important 
aspect of estimating relationship using regression meth-
ods. While designing any study to estimate the relation-
ship among the variables, one should carefully select the 
independent variables. If there are any variables that the 
researcher could not measure but they are likely to be 
correlated with the observed Xs, one should report or dis-
cuss in limitations. As discussed above, it is necessary to 
use the value of R2 as required. Quite often it is the case 
that researchers evaluate the model based on the value 
of R2 alone. It is far better to evaluate the estimated rela-
tionship based on the fulfilment of the four assumptions 
discussed above. 
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